opieHTOoBaHOTO QOS SK I1HCTPYMEHTA IMABUIICHHS MPOIYKTUBHOCTI W KiOEPCTIMKOCTI
POTPaMHO-BU3HAYCHHX BipTyaTi30BaHUX MEPEK.
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JOCHIIKEHHSA EPEKTUBHOCTI PO3III3HABAHHS PYXIB JIIOJJUHH 3A
KOOPAUHATAMMU MEDIAPIPE POSE

V.A. Hotovych, Ph.D., V.A. Kurian
RESEARCH OF HUMAN MOTION RECOGNITION EFFICIENCY BASED ON
MEDIAPIPE POSE COORDINATES

CucreMun aBTOMAaTMYHOIO pO3MI3HABaHHS pPYyXiB JIOAMHU € BaXJIMBUM HaIPsIMOM
PO3BUTKY Cy4acHUX 1H(POpPMAaLIHHUX TEXHOJOTIH. 3pocTaioua MOMYyISpHICTh OE3KOHTAaKTHUX
iHTepQeiiciB, 1HTENEKTyaJbHUX CHCTEM MOHITOPHHTY, CIOPTUBHOI aHaMITHUKM Ta
peaduTiTalifHUX KOMIUIEKCIB 3yMOBJIIOE IOTPEOY y TOUHUX Ta MIBUJKHUX aIrOpUTMax aHalizy
pyxoBoi akTUBHOCTI. OKpeMe MicIie cepe]l METO/IIB KOMIT I0TEpHOI0 30py 3aiiMatoTh MiAX0/H,
AK1 TPYHTYIOThCSI Ha aHali3l KiIodoBuX Toyok Tina (landmarks). Takuil miaxia go3BoJisie
OTPUMYBaTH KOMIIAKTHE, iHBapiaHTHE /10 OCBITJIEHHS Ta (OHOBOTO IIYMYy IOJAHHS I03U
JFO/TUHHU.

OpHuM 13 HalOIBII TEXHOJIOTTYHO e(PEeKTUBHUX IHCTPYMEHTIB Yy Ll cdepi € 6i0mioTeka
MediaPipe Pose, o 3a0e3nedye Bu3HaueHHs 33 KIFOYOBUX TOUOK TiJIa 3 BUCOKOIO TOYHICTIO
B peanbHoMmy yaci [1]. i pyHkiionyBaHHs Ga3yeThcs HA MOEHAHHI 3rOPTKOBUX HEHPOHHHUX
MEpeX Ta ONTUMI30BaHUX rpadiB oO0UMCIECHHSA. Y TOEIHAHHI 3 KJIACUYHUMHU QJITOPUTMAMH
MAaIIMHHOTO HABYaHHS 1€ BIJIKPHUBAE€ MOXIIUBICTh CTBOPEHHS JIETKHX, IIBUJIKUX Ta TOYHHX
CHCTEM PO3Mi3HaBaHHSA PyXiB [2].

VY naniit po06oTi MpoBeIEHO AOCIIPKEHHS e(hEeKTUBHOCTI MOJIeN, 10 KiIacu(pikye pyxu
JIOJIMHU 32 KOOPJWHATaMHU KIFOYOBHX TOYOK Tina. [lJis MOCSTHEHHS TOCTAaBIIEHOI METH
peaizoBaHO NPOTPaMHUN KOMIUIEKC, SIKHM BUKOHYE IOBHMM LHMKI aHai3y pyxXiB: BiJ
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00poOKHM BiJleO 10 HABYaHHS MOJENI Ta TECTyBaHHS B peaJibHOMYy daci. Ha BimMiHy Bin
0araTbOX ICHYIOUMX CHCTEM, 3alpOIOHOBAHWHN MiJIXil HE BHUKOPUCTOBYe moBHI RGB-
300paxxeHHsl, a MPaLIo€ JHIle 3 KoopAuHaTaMu 3D-naHaMapKiB — 1€ 3MEHIIYE PO3MIp JaHUX,
NPULIBUALTYE OOYMCICHHS Ta pOOUTH CUCTEMY MEHII YYTJIMBOIO 10 (poHOBOT iH(OpMAIii.

Jns moOymoBu HaOOpY JaHUX BHUKOPHCTOBYBAJIMCH BiJCO3aIMCH JBOX THIIIB PYXIB:
bending (Haxun Tymy0a) i waving (MaxanHs pykoro). Koken Bimeodaiin OyB aBTOMAaTHYHO
PO30UTHI HA OKpeMi KaJpH, 3 SKUX BUIUISUTHCS KOOpAUHATH 33 TOYOK Tina. OCKIIBKH KOXHA
TOYKAa MAa€ TPU KOOPIMHATH — X, Y Ta Z — OJWH KaJp MEpeTBOPIOBABCSA Ha BeKTop i3 99
YHUCIIOBUX O3HAaK. BaxIMBO, 110 111 KOOPAMHATH HOPMAaJIi30BaHO BIIHOCHO LEHTPY TOPCY, 110
JI03BOJIsIE KOMIIEHCYBATH 3MiHY MacIITaly Ta IMOJIOKEHHS JIIOJUHH Y KaJpi.

AJNTOPUTM TIEPETBOPEHHS BIJCO HA YHUCIOBUKA HaOip manux (mictuHr 1, MoOBa
nporpamyBanHs Python) B nukii mpoxoauTh Yepes3 yci Bizieo Ta BifiOpaHi kaapu, GopMyroun
TaOJIMITIO O3HAK JIJIsl MAITMHHOTO HaB4YaHHS [3].

Jlictunr 1. — dparMeHT NporpaMHOro Koy mo0yaoBu HAOOPy AaHUX
for cls in classes:
for video in list_videos_in_class(data_root, cls):
for frame in iter_video_frames(video, step=2):
features, _ = extract_pose_vector(frame, pose_model)
if features is not None:
row = {f"f{i}": v for i, v in enumerate(features)}
row["label"] = cls
dataset.append(row)

[Tin wac QopmyBanHs HaOOpy MAaHUX OCOONMBY yBary MpHAUIEHO HOpMaizamii
KOOpJMHAT Ta BiJICIFOBAaHHIO HEKOPEKTHHX KaJpiB, y sikux MediaPipe Pose He Bu3Havana BCi
nenamapku. Lle 3abe3neunino SKicTh JaHUX 1 3MEHIIMIIO BIUIMB IIyMiB Bifeo. Bubipka kaapis
i3 (iKCOBaHMM KpPOKOM JI03BOJIMJIA OTpUMATH 30aJaHCOBaHY KUIBKICTh MPHUKIAMIB IS
KOKHOTO pyxXy. KoopauHaTu KIFOUOBHX TOYOK IEPETBOPIOBAIMCS Y KOMIAKTHUI BEKTOP
O3HaK, L0 B110Opa)kaB reoMeTPito M03H, 3a0€e3MeUyI0Ul Maly TPUBAIICTh MPOLIECY HAaBYAHHS
MOJIeJIEH.

VY pesynbrati copmoBano 2515 3amuci, M0 MICTHJIM YHCIIOBI O3HAKMU Ta BIAMOBIIHI
KiJacu pyxiB. s kmacugikanii BUKOPHCTAHO KiIbKa MoJieeil MAIlMHHOTO HAaBYaHHS:
RandomForest, KNN, SVM, Logistic Regression Ta Decision Tree. Lle n103B0onMIIO0 OLIHUTH,
HacKinbku 100pe nani MediaPipe Pose miaxoasats ans pi3HUX THUIIB aNTOPUTMIB Ta BUSBUTH
HaiO11b1 eeKkTUBHI pimeHHs (Tadu. 1).

Tabnuus 1. PezynpTratu kinacugikauii pyxis

AJTopuT™M Tounicte | MeTpuka IIpumirka
(Accuracy) | fl-score

RandomForest | 0.9980 1.00 Bucoka cTalinbpHICTh pe3ysbTaTiB

(400 nepeB)

RandomForest | 0.9945 0.99 3HMKEHHS TTTUOMHU aHCaMOJII0 3MEHIIye

(200 nepes) TOYHICTh

KNN (k=7) 0.9920 0.99 OnTuMalbsHE CITIBBIAHOIIEHHS IBUIKOCTI
Ta SKOCTI

KNN (k =3) 0.9870 0.98 [TiaBuIIeHa Y TIMBICTH 10 LIYMY IIPU
Manomy k

SVM (RBF 0.9910 0.99 Bucoxka TouHICTB, ane MOBUIbHIIIE HABUYAHHS

kernel)
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Logistic 0.9680 0.96 Haiikparie miaxoauTs [Ist TiHIHHO

Regression BIJIOKPEMIIFOBAHUX JIAHUX

Decision Tree 0.9730 0.97 CxuipHE 10 NepeHaBYaHHs, ajie MBHUJIKE Y
BUKOHAaHHI

OTtpumani pe3ysibTaTH JEMOHCTPYIOThb, IO KOOPJMHATH KIIOYOBUX TOYOK TiNA €
JIOCTaTHRO 1HGOPMATUBHUMHU TS 3a7a4i Kiaacudikariii pyxiB. Mogem RandomForest ta SVM
NoKa3aJii HalKpaly TOYHICTbh, TOJI SIK HaBITh MPOCTI Mo, Taki gk Logistic Regression a6o
Decision Tree, 3a0e31euniIn BUCOKUN 3arajJbHUN PiBEHb PO3ITI3HABAHHS.

BucnoBku. IlpoBeneHe HOCTIKEHHS MiATBEPANIO €PEKTHBHICTh BHKOPHCTAHHS
koopauHat MediaPipe Pose y 3agadyax aBTOMAaTHYHOTO pO3IMi3HABAHHS PYXIB JIIOJAWHHU.
Bucoki pesynabratt — 10 99,8 % TOYHOCTI — CBig4aTth Npo iHPOPMATHBHICTH KOOPIMHAT
JICHIMApPKIiB y MMPOCTOP1 03HAK Ta MPHUIATHICTH MiIXOIY ISl pEaIbHOTO 3aCTOCYBaHHSI.

Po3pobnennit kommiekc MWP Moxxe OyTM OCHOBOIO JJIsi CTBOPEHHSI CHCTEM
peabumiTarii, KOHTpPOJO (I3MYHOI aKTHUBHOCTI, 1HTEpP(EHCIB IKECTOBOIO KEpyBaHHS,
CIOPTHUBHOI aHATITHKH Ta pO3yMHUX TpeHaxepiB. [lonanpmmii po3BUTOK poOoTH nependadae
pO3IIUPEHHS] HA0OPY pyXiB, IHTErpaimiro OUIbII CKJIAJHUX MOJENe Ta aHalli3 CTIHKOCTI
CUCTEMH JI0 IITyMiB 1 Bapiallii o3 y CKJIaIHUX CIICHAX.
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