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Abstract. This paper presents a comparative analysis of four time series forecasting algorithms applied
to market capitalization data of the world’s leading companies: Time Series Transformer, Recurrent Neural
Network (RNN), Autoregressive Integrated Moving Average (ARIMA) and Simple Moving Average (SMA). The
study is based on monthly market cap data for 1000 companies from 2000 to 2025, collected via Yahoo Finance.
In addition to temporal dynamics, static categorical features such as sector, industry and market cap category
were considered. The models were evaluated using MASE, sMAPE and MAPE metrics. Results show that the
transformer-based model achieved the highest accuracy (MASE = 2.01, sSMAPE = 15.63%, MAPE = 17.44%,),
confirming its suitability for long-term forecasting, especially when categorical features are incorporated. ARIMA
and RNN showed moderate performance, while SMA performed the worst. Visualization further confirmed the
transformer’s ability to capture seasonal patterns and trends. Future work includes integrating macroeconomic
indicators to enhance prediction accuracy.

Key words: market capitalization, time series forecasting, transformers, ARIMA, SMA, RNN,
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1. INTRODUCTION

In modern financial engineering, particularly in the field of trading, there is an
increasing interest in the use of intelligent algorithmic agents to support decision-making
related to the buying or selling of financial assets. These agents form decision support systems
that assist traders in analyzing market trends and forecasting future values of financial
indicators such as company market capitalization [1, 2]. At the core of these agents lie various
algorithmic paradigms, including Simple Moving Average (SMA), Autoregressive Integrated
Moving Average (ARIMA), Recurrent Neural Networks (RNN) and modern transformers,
which have gained popularity due to their effectiveness in processing sequential data [3, 4].

The quality of trading decisions largely depends on the accuracy of forecasts generated
by these algorithms. Market capitalization, as a key measure of a company’s value, is
particularly difficult to predict due to its dependency on economic, market and external
factors [5]. Meanwhile, the availability of financial data from open sources such as Yahoo
Finance or Bloomberg provides opportunities for building and testing forecasting models [6].

Classical approaches to financial time series forecasting commonly employ ARIMA
models, which perform well on stationary processes, but face limitations when dealing with
non-stationary or highly volatile series [7]. On the other hand, neural network-based approaches
offer greater flexibility and the ability to capture long-term dependencies, though they often
require substantial computational resources and time for tuning [8].

Recently, transformers have emerged as state-of-the-art architectures for time series
forecasting. Thanks to the attention mechanism, transformers can efficiently model long
sequences, parallelize computations and capture contextual relationships between sequence
elements regardless of their temporal distance. Furthermore, they can incorporate both temporal
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and static features, which is especially beneficial for financial forecasting [9]. For instance, the
works of Liyilei Su et al. demonstrate the effectiveness of hybrid transformer architectures in
multi-horizon forecasting with categorical features [10].

The increasing volume, variability and interdependencies of time series in the
financial domain further complicate forecasting tasks. In response, researchers are
exploring deeper transformer architectures and adaptive attention mechanisms designed to
handle long sequences [11, 12].

This study aims to compare the forecasting accuracy of four algorithms, including SMA,
ARIMA, RNN, TimeSeriesTransformer, on the task of predicting market capitalization for the
world’s leading companies. The research is based on a dataset comprising monthly market cap
values for 1000 companies since 2000, retrieved via Yahoo Finance, and incorporates static
features such as sector, industry and market capitalization category.

The scientific novelty of this work lies in evaluating the effectiveness of transformer-
based models with categorical features, compared to traditional (SMA, ARIMA) and neural
(RNN) approaches, using a large real-world financial dataset. The results can be utilized by
investors and financial analysts to develop more accurate forecasting models and support well-
grounded investment decisions.

2. LITERATURE REVIEW

The problem of time series forecasting in the financial sector has been studied for over
half a century. One of the earliest and most widespread approaches has been statistical
modeling, particularly the Autoregressive Integrated Moving Average (ARIMA) model.
Proposed in the classical work of Box and Jenkins, this model is well-suited for short-term
forecasting of stationary or transformed-to-stationary series [7]. ARIMA takes autocorrelations
into account but has several limitations, including the need for pre-processing, limited capacity
to handle seasonality and low adaptability to structural breaks.

Another simple yet common method is the Simple Moving Average (SMA), which
relies on averaging the most recent observations over a fixed window. This approach is
widely used in trading strategies due to its simplicity and interpretability. However, SMA
does not account for trend components and has limited predictive power in complex,
nonlinear tasks such as market capitalization forecasting, where external factors have
significant influence [2].

In response to the limitations of classical statistical models, neural network-based
methods have gained popularity. Among the most successful architectures for sequence
modeling are Recurrent Neural Networks (RNN), especially the Long Short-Term Memory
(LSTM) variant [8]. RNNs are capable of retaining information about past states, which is
particularly important for modeling long-term dependencies. However, they suffer from
vanishing or exploding gradients when trained on long sequences and often require large
volumes of data [12].

In recent years, transformer-based architectures have become dominant in time series
forecasting. First introduced in the work by Vaswani et al., “Attention is All You Need” (2017),
transformers rely on a self-attention mechanism that enables the model to capture relationships
between any elements in a sequence regardless of their distance [3]. While initially developed
for natural language processing tasks such as translation and text generation, transformers have
since been adapted for time series forecasting, including models like Time Series Transformer,
Temporal Fusion Transformer and Informer [4, 10].

Research findings demonstrate that transformer models trained on large financial
datasets can achieve forecasting accuracy comparable to or even exceeding that of specialized
models. A major advantage of transformers lies in their ability to incorporate both static and
dynamic features, as well as to scale across a large number of time series. Recent
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implementations include support for multivariate inputs, masking, positional encoding and
regularization techniques to enhance generalization [9, 11].

Particular attention should be given to the systematic literature review by Zhang and
Wang [11], in which transformers are categorized by architecture, forecasting functions and
training strategies. The study also highlights the need for specialized mechanisms to handle
long-term dependencies, volatility in financial time series and the integration of temporal and
structural features.

In summary, the current literature emphasizes that transformers are a promising
direction for financial time series forecasting. However, their practical deployment requires a
deep understanding of the architecture, careful hyperparameter tuning and proper data
preparation. At the same time, a comparative analysis with traditional methods such as ARIMA
and SMA, as well as with RNNs, enables an objective assessment of the applicability of
transformers in specific real-world tasks. Therefore, this study aims to implement all of the
aforementioned approaches and conduct an empirical comparison of their forecasting
performance using a real-world dataset of market capitalization for leading global companies.

3. MATERIALS AND METHODS

To conduct this study, a complete data pipeline was developed for the collection,
preprocessing and preparation of financial time series data from open sources. The data source was
Yahoo Finance, accessed via the «yfinance» library [6]. Monthly historical market capitalization
data for the top 1000 global companies were collected for the period from January 2000 to
May 2025 (Fig. 1). The main selection criteria were the availability of at least 60 months of
historical records and the presence of share count data required for market capitalization calculation.

In addition to the time-varying target variable (market capitalization in billions of USD),
the dataset incorporated three categorical static features: sector (e.g., Technology, Financials),
industry (e.g., Semiconductors, Banks) and market cap category (Small Cap, Mid Cap, Large Cap,
Mega Cap), which were defined based on the current market value of each company. The data were
cleaned from missing values, encoded and transformed into a unified format compatible with the
«GluonTS» and «Hugging Face Datasets» libraries [4, 10]. For each company, the data were split
into training, validation and test subsets, where the last 12 months were used for testing and the
preceding 12 months for validation. The forecasting horizon for all models was fixed at 12 months.
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Figure 1. Example of market capitalization time series for the world’s leading companies
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Four models were implemented and evaluated for comparative forecasting analysis. The
first was the Simple Moving Average (SMA) — a baseline model that computes the forecast as
the mean of the last six observations. It does not require training and serves as a reference point.
The second was the Autoregressive Integrated Moving Average (ARIMA) — a classical
statistical model [7]. Its parameters were selected automatically, considering 12-month
seasonality and stationarity was tested using the Augmented Dickey-Fuller (ADF) test. This
model was trained independently for each company.

The third model was a Recurrent Neural Network (RNN), specifically a Long Short-
Term Memory (LSTM) network implemented in PyTorch. The network consisted of two layers
with 64 units each, used the Adam optimizer, and minimized the Mean Squared Error (MSE)
loss function. The model was trained on 24-month sliding windows.

Finally, a Time Series Transformer model was implemented — a modern architecture
based on attention mechanism (Fig. 2). It uses TimeSeriesTransformerForPrediction
class from Hugging Face Transformers [10], with 4 encoder and 4 decoder layers and a
model dimension of 32. Importantly, this model was designed to incorporate categorical
static features via embedding layers, allowing it to adapt to the specific context of each
company.
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Figure 2. Architecture of the Time Series Transformer model with categorical features [13]

To assess forecasting accuracy, three standard metrics were used. The first was MASE
(Mean Absolute Scaled Error), which compares model performance against a naive forecast by
normalizing the error. The second was sSsMAPE (Symmetric Mean Absolute Percentage Error),
a symmetric relative error less sensitive to scale. Lastly, MAPE (Mean Absolute Percentage
Error) provided a percentage-based interpretation of the error. The use of MASE, SsMAPE and
MAPE is also recommended in recent studies on financial forecasting and asset allocation
evaluation [14].

The experimental setup ensured that all models were trained on the same data
splits and evaluated on an independent test set. Forecast plots were also generated
for selected companies to aid interpretation (Fig. 3). The entire experimental procedure,
from data preparation to plotting and metric calculation, was automated using Python
scripts.
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Figure 3. Example forecast for Apple with confidence intervals

This approach enabled objective and reproducible comparison of time series forecasting
methods and helped assess the potential of modern architectures in the financial domain. The
following section presents the quantitative results of the experiment and the visualized model
forecasts.

4. RESULTS

This section presents a comparative analysis of the forecasting performance of four
models: SMA, ARIMA, RNN and Time Series Transformer. Evaluation was performed on a
12-month test set that was separated for each company. To ensure comprehensive analysis, the
results are reported both as average metric values across all time series and as visualizations of
forecasts for selected companies. The table below (Table 1) shows the mean values of MASE,
sMAPE and MAPE for each model on the complete test set.

Table 1

Forecasting accuracy comparison of the models.

Model MASE sSMAPE(%) | MAPE(%)
TimeSeriesTransformer 2.01 15.63 17.44
RNN 2.84 18.22 19.89
ARIMA 3.97 21.45 19.24
SMA 4.02 21.73 19.42

As observed in the table, the transformer-based model achieved the best results,
delivering the lowest values across all three metrics. This indicates the model’s ability to
effectively capture both trend and seasonal components. In contrast, the SMA model performed
the worst, highlighting its limited capacity to forecast complex financial patterns.

For a more detailed evaluation, the following figures (Fig. 4-7) illustrate the predicted
market capitalization values for selected companies: Apple, Amazon, Tencent and Alibaba.
Each plot shows the actual market capitalization over the last 24 months (including the
12-month test period), along with 12-month forecasts generated by all four models. Similar
model comparison approaches have been applied in prior studies and in transformer
performance assessments for forecasting tasks [15].

30 ............. ISSN 2522-4433. Scientific Journal of the TNTU, No 3 (119), 2025 https://doi.org/10.33108/visnyk_tntu2025.03


https://doi.org/10.33108/visnyk_tntu2025.0

Oleksandr Zadvornyi, Oleh Pastukh

Apple Market Cap - Model Comparison
Historical Data & 12-Month Forecasts

= Historical Data (Training)
R | - Actual Test Data
—e— ARIMA Forecast
~= RNN Forecast Forecast Start
—=: SMA+Trend Forecast
36007 ..s.. Transformer Forecast
—_ -
O 3400
wv ;
=] -
5 #
@ %20 .
a
]
]
=
[
f 3000
]
=
2800
2600
o o r o ot ot a* o o e o §©
\\Fi 5&'1 P o % \\’01 9391 U@(} o % \001 r,z?‘l o“‘1 o e
Date
. . o q- . i1qe
Figure 4. Forecast of Apple’s market capitalization (billion USD)
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Figure 5. Forecast of Amazon’s market capitalization (billion USD)
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Figure 6. Forecast of Tencent’s market capitalization (billion USD)

ISSN 2522-4433. Bicnux THTY, Ne 3 (119), 2025 https://doi.org/10.33108/visnyk_tntu2025.03 .........ccccoevcevnvvncennnnnee 31



Comparative analysis of machine learning algorithms for market capitalization time series forecasting
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Figure 7. Forecast of Alibaba’s market capitalization (billion USD)

The results confirm that the transformer-based model is the most versatile for
forecasting market capitalization time series, regardless of industry sector or company size.
Additionally, it was found that incorporating categorical features significantly improves
forecast accuracy compared to models relying solely on temporal inputs.

5. CONCLUSIONS

This study conducted a comparative analysis of four approaches to forecasting time
series of market capitalization for the world’s largest companies: Simple Moving Average
(SMA), ARIMA, Recurrent Neural Network (RNN) and Transformer (Time Series
Transformer). The models were trained and evaluated on a large real-world financial dataset
obtained from Yahoo Finance, which included both temporal market capitalization values and
static company features: industry, sector and market cap category.

It was found that the transformer-based model outperformed all other tested approaches.
Specifically, it achieved the lowest values of MASE, sMAPE and MAPE on the test set,
indicating its ability to model both seasonal and trend components of time series. The results
show that incorporating categorical (static) features has a positive impact on prediction
accuracy, particularly for transformer-based models.

Compared to the transformer, the RNN model demonstrated weaker performance, which
can be attributed to its limited capability in modeling long-term dependencies and its less
effective use of static features. While ARIMA remains a useful tool for baseline forecasting, it
lacks adaptability to structural shifts in time series. The SMA method showed the lowest
accuracy, confirming its limited suitability for complex financial scenarios.

These findings suggest that modern attention-based models, particularly transformers,
are a promising direction for the development of intelligent financial forecasting systems
capable of incorporating both temporal dynamics and contextual characteristics of the analyzed
entities. Such systems can generate more accurate and adaptive forecasts, which may benefit
investors, financial analysts and algorithmic trading platforms.

Several promising directions are identified for future research. First, the feature set
could be extended to include macroeconomic indicators such as GDP, interest rates and
inflation. Second, incorporating textual data from news or company reports could enable
multimodal forecasting approaches. It would also be valuable to compare the existing models
with other modern architectures such as N-BEATS, Temporal Fusion Transformer and
DeepAR. Moreover, optimizing model hyperparameters using automated search strategies like
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Optuna is recommended. Finally, adapting models for streaming data and real-time forecasting
presents another important avenue for further exploration.

In conclusion, the results confirm the high effectiveness of transformer-based models in
financial forecasting and highlight the wide potential for advancing hybrid and integrated
approaches to modeling financial time series data.
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VIIK 004

MOPIBHSJIBHUI AHAJII3 AJITOPUTMIB
MAIIWMHHOI'O HABYAHHSI VIS ITIPOT'HO3YBAHHSI
YACOBHUX PAIIB PUHKOBOI KAIIITAJII3AILT

Ouaexcanap 3aaBopumii; Ouer Iactyx

TepHoninbcokuul HaAYioHAIbHUL MeXHIYHUU YHigepcumem imeHi leana Ilynios,
Tepnoninw, Ykpaina

Pestome. Burxonano nopieHsibHull aHaniz e@exmueHOCmi H4OMupbox ai20pummie npoSHO3Y8aAHHs
yacosux psoie puHKoeoi Kanimanizayii npogioHux Komnarin ceimy.: mpancgopmepis (Time Series Transformer),
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pekypenmuux Hevponnux mepedxc (RNN), asmopecpeciunoi inmeeposanoi kogsnoi cepeonvoi (ARIMA) ma
npocmoi ko3Hoi cepednvoi (SMA). Jlocnioscents npogedeHo Ha 6eUKOMY HAOOPI OAHUX, WO GKIIOYUAE WOMICAUHL
3HayenHs punkogoi kanimanizayii 1000 komnaniii 3 2000 0o 2025 poxky, 3ibpani uepes Yahoo Finance. Bpaxosano
He Jquue 4acogy OUHAMIKY, ane U CMAmuuni O3HAKU, MAKi, 5K CEKMop, 24ny3b md KAmezopis PUHKOBOI
xkanimanizayii. /lani onpayvosano ma npusedeno 0o gpopmamie, cymicuux 3 GluonTS ma Hugging Face, 3 nodinom
HA MpenysanvbHy, 6anioayiuny ma mecmogy udipku. Ompumano cepeoHi 3HaYeHHs: MpboX Mempux MoYHOCi
npoenosy: MASE, sMAPE ma MAPE ons koocnoco 3 ancopummis. Ilokasano, wo modenb Ha OCHOGI
mpancgopmepa Oemoncmpye Havikpawii pesyrvmamu. cepeone suavenna MASE cmanosuno 2.01, sMAPE —
15.63%, a MAPE — 17.44%. 3siocu euniueac, wo mpancopmepu € HaAubinbw Apuoamuumu O0as 3a0ad
00820MPUBANOZ0 NPOSHO3Y8AHHA, OCODIUBO ) BUNAOKAX, KOAU OOCMYNHI CMAMUYHI O3HAKU, AKi MOJCHA
spaxyseamu npu Haeuyanni. RNN-mo0env nokaszana 2ipuii pe3yivmamu, wo NOACHIOEMbCA NPOOIEMOI0 3HUKHEHHS
2padieHma ma MeHwiow 30amuicmio 00 onpayoeanus doszux sanexchocmeti. Moodenv ARIMA mana nomipny
mouHicms, npome ii egheKMuSHICMb 3HUNCYBANACA HA HECTNAYIOHAPHUX Yacosux psaoax. Haiimenwy mounicmo
npocHo3is nokazana mooeib SMA, wo ceiouums npo it 0bmesiceny npudamHicms 071 CKIAOHUX (PIHAHCOBUX OAHUX.
Jlooamkoeo nokazamo, WO GKIIOUEHHS KAME2OPIANbHUX O3HAK 3HAYHO NOKPAWYE NPOOYKMUBHICTb
mpancgopmepis. Bisyanizayis npoenosie niomeepouna, wjo mpancgopmepu 30amui HAOIIHO MOOENO8AMU
ce3onHicmb § mpenou 6 puHKogii kanimanizayii. IlepcnekmugHUM HANPSIMOM NOOANGUUX OOCHIONCEHb €
iHme2payisi MaKpOeKOHOMIYHUX PaKmopie i po3wuperHs Habopy 03HAK OJisl NOKPAUJeHHSI MOYHOCII NPOSHO3IE.

Kniouosi cnosa: punkosa kanimanizayis, npocHO3yY8aHHs YaAcosux psoie, mpancgopmepu, ARIMA,
SMA, RNN, mawunne nasuanus, ¢inarcosi oani, TimeSeriesTransformer.
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