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ABSTRACT

Machine learning—driven weather forecasting integrating advanced data
analysis methods // The educational level "Master" qualification work // Valerie
Kasongo Bwanga // Ternopil Ivan Pulyuy National Technical University, Faculty of
Computer Information Systems and Software Engineering, Department of Computer
Science, 1ISTm-62 group // Ternopil, 2026 // P. 97, fig. — 18, tables — 25, annexes —
1, ref. — 31.

First chapter analyzes the importance of weather forecasting, reviews existing
solutions and methods, and formulates the main problems addressed by machine
learning-based approaches.

Second chapter describes the machine learning models, statistical methods,
and software tools used to develop an effective weather forecasting system.

Third chapter presents the system architecture, data integration process, model
training, deployment, and security considerations of the developed system.

Fourth chapter explains how users interact with the system, including data
input, model selection, parameter configuration, visualization, and results.

Fifth chapter outlines the startup concept, target audience, market
opportunities, and strategy for commercializing the weather forecasting system.

Sixth chapter analyzes workplace conditions and identifies potential
occupational risks to ensure safe and healthy working environments.

Conclusions summarizes the research results, confirms the effectiveness of
machine learning methods for weather forecasting, and outlines directions for future
development.

Object of the research — the process of weather forecasting based on historical
and real-time meteorological data.

Subject of the research — machine learning methods and data analysis models
(ARIMA, SARIMA, SARIMAX) used for modeling, forecasting, and improving the

accuracy of weather predictions.

Keywords: weather forecasting, machine learning, ARIMA, SARIMA,

SARIMAX, time series analysis, interactive interface, visualization, accuracy.
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INTRODUCTION

In the modern era, often referred to as the information age, people are
surrounded by an unprecedented amount of data. The ability to process and
effectively utilize this data is crucial for the functioning of industry, government,
and society. Among various applications of data analytics, weather forecasting is
particularly significant as it directly impacts sectors such as agriculture,
transportation, disaster prevention, and urban planning. Weather is often
unpredictable and serves as a key factor influencing daily human activities and long-
term strategic decisions. Accurate weather forecasts have become essential tools for
mitigating the effects of natural disasters, optimizing resource allocation, and
improving operational efficiency.

However, traditional forecasting methods, primarily based on atmospheric
physics and mathematical models, often face significant limitations. These models
require high computational power, struggle to process large volumes of data, and are
frequently unable to capture nonlinear relationships between weather variables. The
emergence of machine learning and artificial intelligence has revolutionized the way
complex problems are approached. Leveraging large datasets and advanced
algorithms, these technologies can decipher hidden patterns and correlations that
traditional methods overlook. In particular, time series forecasting models such as
ARIMA (Autoregressive Integrated Moving Average), SARIMA (Seasonal
Autoregressive Integrated Moving Average), and SARIMAX (Seasonal
Autoregressive Integrated Moving Average with Exogenous Variables) have
demonstrated excellent capabilities in predicting weather phenomena. These models
incorporate seasonal trends and exogenous variables, providing greater accuracy,
making them ideal for weather forecasting applications.

This work aims to address the challenges of existing forecasting systems and
develop innovative solutions using machine learning technologies. The proposed
system is designed to overcome the limitations of traditional approaches by
automating the data preprocessing, model selection, and parameter optimization
processes, providing a scalable and user-friendly platform for weather forecasting.

The importance of weather forecasting extends beyond the scientific realm,



affecting various aspects of contemporary life. Agriculture relies on weathe®
forecasts to optimize planting schedules, irrigation, and pest control. Transportation
systems use forecasts to ensure safety and efficiency, while energy companies
depend on accurate predictions to balance supply and demand. In disaster
management, timely weather updates can save lives and reduce economic losses.
Despite its significance, current forecasting systems often fail to meet the growing
demands for accuracy, speed, and accessibility. This research addresses these
shortcomings by integrating advanced machine learning methods and delivering
more precise and reliable weather forecasts. This approach not only enhances the
forecasting process but also ensures broader accessibility through a convenient
interface.

The primary goal of this research is to develop and implement a
computational system for weather forecasting using advanced machine learning
algorithms. To achieve this, it is necessary to conduct a comprehensive analysis of
current weather forecasting systems and their limitations, apply ARIMA, SARIMA,
and SARIMAX models for time series data analysis, implement an interactive
platform for visualizing weather forecasts and evaluating model performance, test
the system using real datasets and compare its performance with traditional
methods, and explore the practical application of the system across various
industries. This research focuses on the methodology and system for weather
forecasting, emphasizing the application of ARIMA, SARIMA, and SARIMAX
models to meteorological time series data. To achieve these goals, the research
employs data preprocessing methods for cleaning and normalizing datasets, the
application of the ARIMA family of models, statistical evaluation metrics such as
RMSE and MAE, and a Python-based system for interactive visualization.

The practical significance of the developed system is evident in its
applications in agriculture, disaster management, and urban planning. Advanced
forecasting can optimize resource distribution, improve emergency response, and
support infrastructure development. The research also aims to bridge the gap
between accessibility for a broad audience and advanced machine learning
technology through user-friendly design.

The work consists of six comprehensive chapters, including an overview of



subject areas, mathematical methods, system applications, user interaction, an@
potential applications. The work consists of an introduction, five chapters, and
conclusions. The total volume of the dissertation is 100 pages, including 25 tables,
18 figures, and 3 pages of references containing 31 items.

This structured and detailed approach ensures that the proposed system is not
only a theoretical contribution but also a practical tool for enhancing weather
forecasting methodologies.

Approbation of the results. The main provisions of this work were discussed
at: 111 International Scientific and Practical Conference "Technology development:
shaping modern thinking and scientific approaches"”, Krakow, Poland, January 19—
21, 2026.

Publications. The main results of the qualification work were published at the

conference (See Appendix A).



1 OVERIEW OF THE SUBJECT AREA AND PROBLEM STATEMENT

Weather forecasting has become an essential component of modern life,
influencing many sectors such as agriculture, energy management, transportation,
urban planning, and disaster prevention. Its significance continues to grow in the
context of climate change and increasing reliance on renewable energy sources.
However, traditional forecasting methods, primarily based on Numerical Weather
Prediction (NWP) models, face several limitations. These include high
computational demands, difficulties in processing large datasets, and limited
adaptability to rapidly changing climatic conditions.

Weather forecasting is one of the most critical tasks in modern science,
affecting numerous areas of human activity such as agriculture, transportation,
energy, and disaster management. As climate change continues to intensify, the
frequency and severity of extreme weather events are increasing, inevitably creating
a demand for accurate real-time weather forecasts. Traditional weather forecasting
methods, based primarily on physical and mathematical models, often encounter
limitations due to computational complexity, inefficiency in handling large data
arrays, and difficulties in adapting to sudden weather changes. This section explores
the need for innovative forecasting methods by combining machine learning
techniques with data analysis. This section will utilize advanced computational
methods to describe the objectives and tasks of weather forecasting, followed by a
detailed analysis of existing solutions and technologies. This comprehensive
overview provides the foundation for selecting and justifying the methods used in
this research and highlights the potential to overcome existing limitations and

enhance forecast accuracy and accessibility.
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1.1 Objectives of Weather Forecasting Using Machine Learning and Data

Analysis

Weather forecasting is an extremely important task, spanning scientific,
economic, and social spheres. Advanced forecasting systems utilizing machine
learning are designed to transform the ways forecasts are produced and utilized.
Below, the broader context of weather forecasting, its applications, and the role of
machine learning in addressing complex problems are considered.

Accurate weather forecasts are essential for several reasons:

Disaster Preparedness: Reliable forecasting enables timely evacuation and disaster
mitigation strategies, reducing human and economic losses during extreme weather
events such as hurricanes, floods, and heatwaves.

Agricultural Planning: Farmers rely on forecasts to determine optimal planting and
harvesting times, as well as irrigation and harvesting schedules, which can help
increase yields and reduce resource waste.

Transportation Safety: Forecasts provide crucial information about hazardous
conditions, ensuring the safe operation of aviation, maritime, and road transport.
Energy Management: Renewable energy sources such as solar and wind are highly
dependent on weather conditions. Accurate forecasts help balance energy supply and
demand.

Potential Application Areas for machine learning-based weather forecasting
systems are easily adaptable and can be utilized in various applications:

General Weather Services: Improving daily and long-term weather forecasts for
public use.

Agriculture: Supporting precision farming technologies by predicting microclimatic
conditions.

Urban Planning: Assisting in designing climate-resilient infrastructure and smart
cities.

Renewable Energy Optimization: Forecasting solar radiation and wind speed to

enhance energy production.

The machine learning-based forecasting system is designed for:



Government Agencies: For timely weather alerts and disaster response management.2

Farmers and Agronomists: To optimize agricultural productivity and sustainability.

Energy Companies: To integrate forecasts into energy production models.

Researchers: To develop advanced models and conduct climate impact studies.
Machine learning models offer several advantages over traditional

approaches:

High Accuracy: These models improve forecast accuracy by detecting patterns in

large datasets.

Automation: Automatic parameter tuning and model selections reduce manual

intervention.

Scalability: These systems can process and analyze data across various geographical

scales, from local to global.

Real-time Updates: API integration ensures continuous updating and dynamic

forecasting.

1.2 Analysis of Existing Solutions

The evolution of weather forecasting is characterized by the development of
various methods and systems, each tailored to address specific challenges.
Traditional approaches largely rely on Numerical Weather Prediction (NWP)
models, which use hydrodynamic equations to simulate atmospheric processes.
Despite their effectiveness, these models require high computational power and lack
high accuracy for short-term forecasts. In recent years, the integration of machine
learning technologies has revolutionized weather forecasting. Machine learning
provides the ability to analyze complex interdependencies in data, adapt to changing
conditions, and deliver accurate forecasts with lower computational costs [13]. This
subsection provides a detailed overview of existing solutions for weather
forecasting, their methodologies, and a comparison of their advantages and

limitations.



1.2.1 Existing Ready-Made Solutions 13

Numerous platforms and tools are used for weather forecasting. Each has its
own history, target audience, and specific features. Below is a detailed overview of
key solutions currently relevant worldwide.

Google Weather API

The Google Weather APl was created as part of Google's global strategy to
provide access to real-time data. Initial API versions were launched in 2010 and
have been gradually improved.

Principle of Operation: Google uses its own data collection network combined
with forecasts from other sources, analyzed using machine learning algorithms.

Relevance: The API is one of the most popular solutions due to its ease of
integration and reliability.

Advantages:

1. Ease of use.

2. High accuracy of real-time data.

3. Integration with other Google services.

Disadvantages:

1. Limited functionality in the free version.

2. Lack of deep customization for complex models.

OpenWeatherMap

Founded in 2014 as an open platform for developers, its popularity grew due
to free access to data in the basic version.

Principle of Operation: Combines data from ground weather stations,
satellites, and mathematical models.

Advantages:

1. Ability to obtain historical data.

2. Flexible API for integration.

Disadvantages:

1. Requires additional data processing for specific tasks.

2. Dependence on paid access for advanced features.

MeteoBlue

Founded in 2006, it utilizes high-resolution mathematical models.



Principle of Operation: Based on high-resolution mathematical models.

Advantages:

1. Accuracy of forecasts.

2. GIS integration.

Disadvantages:
1. High subscription cost.

Relevance: Medium, especially for researchers.

Table 1.1 provides a comparison of existing platforms.

Table 1.1 — Comparison of Existing Platforms

14

) Year
Year Main
Platform Data Source Platform  |Founde
Founded Advantages ’
Simplicity,
Ground ) ) o
Google _ integration Limited _
2010 stations, ) o High
Weather API _ with Google | customization
satellites _
services
Weather Need for
OpenWeather _ Free access, o )
2014 stations, o additional High
Map _ historical data _
satellites processing
High- _ Medium
_ Forecast High
resolution o for
MeteoBlue 2006 ~laccuracy, GIS| subscription
mathematical| _ research
integration cost
models ers
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1.2.2 Methods for Solving the Weather Forecasting Problem

Numerous methods exist for data analysis and weather forecasting, each with
its own advantages and disadvantages. Among them, ARIMA, SARIMA,
SARIMAX and their analogues stand out, as well as neural networks and hybrid
models.

ARIMA (Autoregressive Integrated Moving Average)

History: The ARIMA method was developed in the 1970s by George Box and
David Jenkins for time series analysis.

Principle of Operation: ARIMA is based on identifying autocorrelation and
moving averages over time.

Advantages:

1. Simplicity of implementation.

2. Suitable for stationary time series.

Disadvantages:

1. Does not account for seasonality.

2. Limited accuracy for long-term forecasts.

SARIMA (Seasonal ARIMA)

Development: An enhancement of ARIMA to account for seasonal variations.

Principle of Operation: Adds parameters for modeling seasonality in time
series.

Advantages:

1. High accuracy for seasonal series.

2. Flexibility in parameters.

Disadvantages:

1. Complexity in parameter tuning.

2. High dependence on data quality.

SARIMAX (Seasonal ARIMA with Exogenous Variables)

Features: Includes exogenous variables to improve forecasts.

Application: ldeally suited for complex tasks where external factors such as

humidity or atmospheric pressure are considered.
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Table 1.2 provides a practical comparison of all ARIMA-family models based

on their advantages, disadvantages, features, and usage scenarios.

Table 1.2 — Comparison of ARIMA Methods

Usage

Method Features Advantages Disadvantages .
Scenarios

ARIMA Basic time Simplicity, |Does not account for [Short-term

series analysis speed seasonality forecasts
Forecasts
SARIMA Accounts_for Accuracy for Complexity in tuning with
seasonality | seasonal data seasonal
trends
Integrated
Adds Increased High computational forecasts
SARIMAX | exogenous accuracy complexity with
variables additional
data

Analogues of the ARIMA Family

Neural Networks (LSTM, GRU): Utilize neural architectures for processing
time series. Advantages: Can learn from large datasets, capturing complex
dependencies. Disadvantages: High computational resource requirements.
Exponential Smoothing (ETS): Exponential smoothing method that works well for
simple series. Disadvantages: Limited flexibility.

Hybrid Models (ARIMA + Neural Networks): Combines ARIMA's
predictability with the adaptability of neural networks. Advantages: Combines
ARIMA predictability with neural network adaptability. Disadvantages: Complexity
in tuning.

Why Preference is Given to ARIMA, SARIMA, SARIMAX? Accuracy: High
effectiveness for stationary and seasonal series. Flexibility: Ability to account for
exogenous variables (SARIMAX). Ease of Implementation: Lower computational
resource requirements compared to neural networks.

Table 1.3 shows the main reasons for preferring the ARIMA family.



Table 1.3 — Comparison of Analogues

17

Method Main Advantages | Disadvantages Application
Characteristics
Neural network Learning Requires Forecasting
LSTM (Long| architecture for complex significant complex time
Short-Term | time series, with |dependencies,| computational . .
. series, including
Memory) | memory for long-| processing resources, long o
term dependencies| large datasets | training time  |climatic changes
Requires fewer Short-term
L : . Less accurate than _
GRU (Gated |Simplified version|  training LSTM for forecasting of
Recurrent of LSTM with resources, .
. complex time weather
Unit) fewer parameters | faster than q denci
LSTM epenaencies conditions
Simplicity of Simple
.. |[implementatio . i
ETS Uses exponential P 0 Not suitable for forecasting
(Exponential |  smoothing for L complex or without
. effectiveness .
Smoothing) forecasts for simple multivariate data | pronounced
series seasonality
Hvbrid Combines ARIMAHigh accuracy, Forecasts with
M)(;dels accuracy with ability to Complex nonlinear and
LSTM's ability to| account for | architecture, long
(ARIMA + . seasonal
LSTM) capture complex |development time _
nonlinearities | dependencies dependencies
Random
Robustness to i fluences
Random Uses ensemble | overfitting, Not always y
Forest method for  |ability to work| effective for time | Without long-
Regression forecasts with many series term
predictors dependencies
SVM e . Requires
Classification and Good : - ifi
(Support . - | parameter tuning, | S°1Ving specific
regression models | generalization
Vector . : . does not account tasks
: for time series ability .
Machines) for forecasting
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1.3 Conclusions for Chapter 1

This chapter presented a comprehensive analysis of the subject area of
weather forecasting using machine learning methods and data analysis, allowing for
a detailed study of problems, existing solutions, and current methods. These results
form the foundation for further development and application of modern forecasting
systems. Specifically, weather forecasting has been identified as a crucial tool
impacting many sectors such as agriculture, transportation, energy, and emergency
management. It was found that modern forecasting systems, such as Google
Weather API, OpenWeatherMap, and IBM Weather Company Data API, provide
broad capabilities for obtaining data and forecasts. However, there are also
disadvantages related to limited customization, the need for data processing, and the
high cost of accessing advanced features. The analysis of existing methods, such as
ARIMA, SARIMA, SARIMAX, neural networks, and hybrid models, shows their
advantages and limitations. The ARIMA family method provides convenience and
accuracy when applied to stationary and seasonal time series, but it is less flexible
and can explain complex nonlinear patterns compared to modern neural networks
like LSTM and GRU. The main results of this chapter include:

o Weather Forecasting Tasks: Key application areas for forecasting were
identified, such as agriculture, transportation, disaster management, and energy,
confirming the high relevance of creating modern forecasting systems.

. Review of Existing Solutions: Existing platforms have limitations that
reduce their effectiveness in private applications but provide comprehensive access
to weather data.

o Comparison of Forecasting Methods: Methods including ARIMA,
SARIMA, SARIMAX, neural networks, etc., were considered. Neural networks are
promising for complex scenarios, but the ARIMA family is in high demand due to
its effectiveness and ease of implementation.

o Need for Innovation: The analysis results indicate the necessity of
combining the advantages of traditional methods with modern machine learning

algorithms to create an integrated system ensuring accuracy, scalability, and ease of



use. 19
As a result, this overview serves as the basis for the mathematical justification

of the system and software application. The analysis results demonstrate that using

machine learning methods in weather forecasting significantly enhances forecast

quality and speed, making it accessible to a wide range of users.
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2 METHODS AND TOOLS FOR IMPLEMENTING THE WEATHER
FORECASTING TASK BASED ON MACHINE LEARNING AND DATA
ANALYSIS

This chapter discusses the methods and tools used for developing a weather
forecasting system based on machine learning and data analysis. Forecasting
weather conditions is an extremely complex task that requires processing large
volumes of heterogeneous data and accounting for numerous factors such as
seasonality, time dependencies, and geographical specificities. Therefore, the
application of modern machine learning methods is one of the most effective ways
to build accurate forecasting models. Modern machine learning technologies allow
not only for the analysis of large data volumes but also for uncovering hidden
dependencies that traditional methods might miss. This chapter describes the main
methods used for forecasting, the software tools applied for system implementation,
as well as the key stages of developing this system.

Considering the complexity of weather systems, it is important to understand
how machine learning methods can provide better accuracy by accounting for all
possible influencing factors. The accuracy of weather forecasting is critical for
many sectors such as agriculture, energy, transportation, and natural resource
management. The use of machine learning enables the creation of more reliable

forecasts, which aids in making informed decisions in these sectors.

2.1 Analysis of Weather Forecasting Methods

Weather forecasting is a complex task requiring the analysis of a large
quantity of heterogeneous data, including historical meteorological data, current
indicators, and geographical features of a region. To solve this task, machine
learning methods were applied, specifically ARIMA, SARIMA, SARIMAX, and
linear regression, which work effectively with time series.

Weather forecasting has many important aspects such as accuracy,
computation speed, and scalability. Traditional approaches often face difficulties

due to the complexity of modeling nonlinear relationships between variables,



leading to inaccurate forecasts. In this context, modern machine learning methodgl
demonstrate significant advantages, allowing for more accurate forecasts by
considering various data features such as seasonality and dependencies between
different meteorological variables. The use of models like ARIMA, SARIMA, and
SARIMAX enables effective work with data that have temporal dependencies and

seasonal fluctuations.

2.1.1 ARIMA Method

AutoRegressive Integrated Moving Average is used for analyzing and
forecasting time series. It allows for modeling and predicting weather behavior
based on previous observations. The ARIMA method consists of three components:
autoregression (AR), integration (1), and moving averages (MA). This method is
well-suited for data without pronounced seasonality. ARIMA can be used for
predicting variables such as temperature or atmospheric pressure based on historical
data. ARIMA provides reliable forecasts in cases where weather data are stationary
or have a certain trend. However, for more complex weather patterns, ARIMA may

be insufficient, requiring additional methods.

2.1.2 SARIMA Method

Seasonal ARIMA is an extension of ARIMA for cases where data exhibit
seasonality. Seasonal components allow for accurately forecasting weather behavior
depending on the time of year or other regular factors. SARIMA enables accounting
for cyclical changes observed in weather data, significantly increasing forecast
accuracy in cases with pronounced seasonal dependence, such as summer and
winter temperatures. Using SARIMA is effective when there is a need to account for
periodic changes and trends that regularly repeat. This makes SARIMA one of the
best options for forecasting seasonal changes, such as annual temperature or
precipitation levels.

Chart 2.1.1. Seasonal components in the SARIMA model for forecasting



weather conditions over a year, showing how the model accounts for seasonal2

fluctuations for more accurate forecasts.

2.1.3 SARIMAX Method

Seasonal ARIMA with eXogenous factors is also an extension of SARIMA,
allowing for the inclusion of exogenous variables or additional factors that may
influence the forecast. Using SARIMAX allows for more accurate forecasts by
adding the ability to model the influence of such external parameters as climate
changes or other socioeconomic factors. SARIMAX enables modeling of more
complex weather processes by accounting for the influence of exogenous factors
such as humidity, pressure, solar radiation level, and other important indicators. This
significantly improves forecast accuracy, especially for regions where weather

conditions heavily depend on several factors.

2.1.4 Linear Regression

One of the fundamental machine learning methods, it allows for modeling the
relationship between meteorological variables such as temperature, humidity,
atmospheric pressure, etc. Linear regression is simple and fast to use, making it
particularly useful for basic forecasting tasks when quick results with acceptable
accuracy are needed. However, its accuracy may be insufficient for more complex
tasks where nonlinear relationships between variables need to be considered. Linear
regression is often used as a baseline approach for comparison with more complex
models to assess improvements achieved through more sophisticated approaches.

In Figure 2.1. a comparison of accuracy metrics (RMSE, MAE) for different

forecasting methods:
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Figure 2.1 — Graph comparing accuracy metrics (RMSE, MAE)

These data demonstrate that the SARIMAX method has the lowest RMSE and

MAE values, indicating its high accuracy compared to other methods.

2.1.5 Method for Automatic Parameter Tuning

Using the pmdarima library allows for quickly finding optimal parameters for
ARIMA, SARIMA, and SARIMAX models. This significantly reduces model
preparation time and improves their effectiveness. Automatic parameter tuning is an
important stage as it reduces the likelihood of errors during modeling, particularly
selecting incorrect parameters that can affect forecast quality. Using automated tools
for parameter tuning significantly simplifies analysts' work and saves resources

while ensuring high forecast quality.

2.1.6 Additional Statistical Tests

The Dickey-Fuller test (adfuller), used for checking data stationarity, is a key
stage when working with ARIMA, SARIMA, and SARIMAX. Stationarity means
that the main statistical characteristics of a series, such as mean and variance,
remain constant over time. Non-stationary data can lead to inaccurate forecasts, so it

Is important before starting modeling to check if the data are stationary and, if



necessary, apply transformations to achieve stationarity. Using statistical tests helpg4

ensure data quality and increase forecast reliability.

2.2 Software Tools for Implementing the Forecasting System

In modern development of weather forecasting systems, the application of
appropriate software tools is critically important for ensuring efficiency, reliability,
and forecast accuracy. This section discusses the tools used for creating such a
system and their contribution to the overall solution architecture. Software tools
allow for working with large data volumes, creating and training machine learning
models, as well as providing a convenient and intuitive interface for user interaction.
By integrating these tools into the system, it becomes possible to fully automate the

processes of collecting, analyzing, and forecasting weather conditions.

2.2.1 Python as the Primary Programming Language

Python is a high-level, interpreted programming language with a wide
selection of libraries and tools for data processing, visualization, and developing
machine learning models. Python is an ideal choice for developing a forecasting
system due to its flexibility, ease of use, and broad support in the developer
community. An important advantage of Python [15] is its ability to work with large
data volumes and easily integrate various libraries and frameworks. Additionally,
Python supports numerous machine learning libraries such as TensorFlow, scikit-

learn, Keras, making it an indispensable tool for implementing forecasting models.

2.2.2 Streamlit

Streamlit is a library for creating interactive web applications based on
Python. Streamlit allows for quickly creating interfaces to demonstrate the weather
forecasting model. Using Streamlit, developers can create interactive web pages

where users can interact with the model: upload data, set parameters for forecasting,



and view results in real-time. The main advantage of Streamlit is its ease of use, ag5
web programming knowledge is not required; creating a web interface is sufficient
by writing Python code. This makes prototype development fast and efficient, and
Streamlit integration makes the system accessible to end-users without requiring

deep technical knowledge.

2.2.3 Pandas and NumPy

Pandas and NumPy are key tools for data processing and analysis. Pandas is a
library for manipulating data in tabular form (DataFrame), allowing for easy
loading, cleaning, and analyzing of data. Pandas provides a rich set of functions for
data work such as merging tables, data grouping, filtering, and aggregation. It
enables convenient data preparation for further modeling and ensures integration
with other Python libraries. NumPy is used for working with multidimensional
arrays and performing numerical computations. NumPy allows for efficient
mathematical operations on large datasets, which is an important stage in data
preparation before applying machine learning models.

Pandas and NumPy constitute the foundational computational and data
manipulation stack for modern data science in Python, and they are indispensable in
the pipeline of the developed weather forecasting system. Their complementary
roles ensure efficient, accurate, and scalable data handling from raw input to model-
ready arrays.

Pandas serves as the primary library for structured, tabular, and time-series
data operations. Its core data structure, the DataFrame, provides an intuitive,
spreadsheet-like interface with labeled axes, enabling complex data manipulations
with concise syntax. Within the project's context, Pandas is utilized for:

e Data Ingestion & Inspection: Seamlessly loading historical weather data from
diverse sources (e.g., CSV files, APIs) into DataFrames.

e Data Cleaning & Preprocessing: Handling missing values via interpolation or
deletion, filtering outliers’ specific to meteorological parameters, and correcting
data types.

e Time-Series Specific Operations: Leveraging its robust time-series functionality for



tasks such as resampling (e.g., converting hourly data to daily averages), calculating6
rolling statistics (moving averages for temperature trends), and shifting data for lag
feature creation, a critical step for autoregressive models like ARIMA.

Data Transformation & Feature Engineering: Merging datasets from different
sources, grouping data by temporal periods (season, year), and performing
aggregations to create summary features that enhance model performance.

NumPy, the fundamental package for scientific computing in Python,
provides the underlying architecture for numerical operations. It introduces the
powerful N-dimensional array object, which enables efficient storage and
manipulation of large, homogeneous numerical datasets. Its role in this system is
critical for:

Numerical Backend for Pandas: Pandas DataFrames and Series are built atop
NumPy arrays, meaning all high-level Pandas operations ultimately compile to
optimized NumPy computations.

Mathematical & Statistical Foundations: Performing vectorized operations, which
apply functions to entire arrays without explicit loops, leading to execution speeds
comparable to C/C++. This is essential for computing loss functions, gradients, and
statistical metrics during model evaluation.

Linear Algebra & Multi-dimensional Data Handling: Providing the essential
routines for matrix decompositions, linear algebra calculations, and handling multi-
dimensional data structures required by advanced modeling techniques.

Memory Efficiency: Enabling the handling of large-scale meteorological datasets
(e.g., multi-year, multi-station records) in memory with minimal overhead.

In synthesis, the workflow within the forecasting system sees Pandas as the
data manager and wrangler, responsible for organizing, cleaning, and structuring the
raw, heterogeneous weather data into a coherent timeline. This refined data is then
leveraged as a NumPy array, where NumPy acts as the high-performance
computational engine, executing the complex mathematical transformations and
preparations required for statistical and machine learning modeling. Their integrated
use ensures a seamless, efficient, and robust data preparation pipeline, forming the
reliable data foundation upon which accurate forecasting models are built and
evaluated.



2.2.4 Matplotlib and Seaborn 27

Matplotlib and Seaborn are used for data visualization. Matplotlib is a basic
library for creating graphs and charts, providing a wide range of capabilities for
visualization, including line graphs, histograms, pie charts, etc. An important part of
system development is creating visual tools for presenting results, as this helps users
understand the nature of the data and draw conclusions about forecast quality.
Seaborn is built on top of Matplotlib, allowing for creating more attractive and
informative graphs, including heat maps, pair plots, and other complex
visualizations. Visualization helps analyze dependencies between variables and

evaluate forecast results, as well as illustrate important trends and data features.

2.2.5 Plotly

Plotly is a library for creating interactive graphs. Using Plotly allows users to
interact more deeply with data, scale charts, explore individual data points, and
analyze them. Thanks to interactive visualization, the behavior of forecasted
parameters can be understood in more detail and more accurate conclusions can be
made. For example, using Plotly, dynamic temperature forecast graphs can be
created where users can interact with the graph and get additional information about
specific days or periods. This makes the forecasting system not only an analysis tool

but also a powerful means for presenting data to users.

2.2.6 Scikit-learn

Scikit-learn is a machine learning library that provides a wide set of
algorithms for classification, regression, clustering, as well as tools for evaluating
model quality. Scikit-learn is used for implementing machine learning algorithms
and for tuning models such as ARIMA, SARIMA, SARIMAX. The library also
provides tools for data processing before model training, such as standardization or
normalization of data, which allows for improving model accuracy and making their

work more stable.



2.2.7 Statsmodels 28

Statsmodels is another important library used for statistical modeling and data
analysis. Statsmodels allows for implementing ARIMA, SARIMA, and SARIMAX
methods, providing extensive functionality for building, evaluating, and visualizing
time series. Thanks to Statsmodels, developers can easily conduct statistical
analysis, evaluate model parameters, and check their significance. This is important
for ensuring forecast reliability and understanding which variables most influence

modeling results.

2.2.8 Pmdarima

Pmdarima is a library used for automating the process of selecting parameters
for ARIMA, SARIMA, and SARIMAX models. Automatic parameter selection is a
critically important stage in developing time series models, as incorrectly chosen
parameters can lead to reduced forecast accuracy. Pmdarima significantly simplifies
this process by performing an automatic search for optimal parameters such as
autoregression order, integration order, and moving averages order. This makes the
model development process more efficient and less dependent on manual tuning.

Thus, the selected software tools provide a comprehensive approach to
implementing the weather forecasting system. They allow for easy processing and
analyzing of data, building models, creating interactive interfaces, and visualizing
results, making the forecasting system effective and user-friendly. Each of these
tools has its specific role and ensures the execution of important tasks, which

together ensure a high level of reliability and forecast accuracy.

2.3 Main Stages of System Development

The process of developing a weather forecasting system consists of several
key stages, each playing an important role in ensuring the quality and accuracy of
results. Each of these stages has its specific tasks and challenges that must be solved
to create a reliable system. For example, the data collection stage requires careful



selection and filtering of information to avoid using incorrect or outdated data that9
could affect the final result. Next, model analysis and selection are critically
important for determining the most effective forecasting approaches, considering the
specifics of weather conditions and the type of data used. Each model has its
advantages and disadvantages, so this stage requires an experimental approach for
choosing the optimal solution.

The model development and tuning stage includes setting parameters to
ensure maximum forecast accuracy, as well as testing models on real data to identify
possible shortcomings. Special attention is paid to tuning autoregression,
integration, and moving averages parameters, as they largely determine model
effectiveness.

Model training and evaluation [16] is the next important stage where models
are tested and tuned to achieve the required accuracy. This includes evaluating
results using various metrics such as RMSE and MAE, as well as comparing with
other models to determine the best option.

Furthermore, integrating models with a user interface makes the system
convenient for use even by those without technical knowledge. The interface should
be intuitive and provide users with the ability to easily interact with models and
adjust forecasting parameters.

Visualization and analysis of results is another important aspect that helps
users better understand forecast results. This includes both static and interactive
graphs allowing for detailed analysis of weather condition dynamics. Finally,
system testing and improvement is the final stage, involving checking system
operation in real conditions and making corrections to increase its reliability and

accuracy.

2.3.1 Data Collection and Preparation

The first stage involves collecting meteorological data from various sources
such as weather stations, satellites, and other weather services. Data may contain
information about temperature, humidity, wind speed, atmospheric pressure, etc.

After data collection, preprocessing must be performed, including removing



anomalies, gaps, and noise, as well as normalizing data to ensure their correct use i80

machine learning models.

2.3.2 Analysis and Model Selection

At this stage, data features are analyzed and appropriate models for
forecasting are selected. For building the weather forecasting system, ARIMA,
SARIMA, SARIMAX models [1], as well as other machine learning algorithms,
were considered. Model selection depends on data characteristics such as the
presence of seasonality, trends, and external factors affecting weather conditions.
Experimental analysis is also conducted to compare models and determine the most

suitable one for the task.

2.3.3 Model Development and Tuning

After model selection, its tuning is conducted. This includes selecting optimal
parameters using the pmdarima library, which allows for automating the parameter
search process for ARIMA, SARIMA, and SARIMAX. Model parameters such as
autoregression order, integration order, and moving averages order significantly

influence forecast accuracy, so their correct selection is a key development stage.

2.3.4 Model Training and Evaluation

At this stage, models are trained on collected and prepared data. After
training, models are evaluated using metrics such as Root Mean Square Error
(RMSE) and Mean Absolute Error (MAE). These metrics allow for assessing how
well the model can forecast weather conditions. Comparison with baseline models,
such as linear regression, is also conducted to determine the effectiveness of more

complex approaches.



2.3.5 Integration with User Interface 31

After training and evaluating models, they are integrated with the user
interface developed using Streamlit. This allows users to interact with the system,
upload data, adjust forecasting parameters, and view results in real-time. The
interface provides convenient access to system functionality, making it accessible to

end-users without special knowledge in machine learning.

2.3.6 Visualization and Analysis of Results

An important part of the system is visualizing forecasting results. Using
Matplotlib, Seaborn, and Plotly libraries allows for creating both static and
interactive graphs illustrating modeling results. This helps users better understand
the dynamics of weather condition changes, assess forecast quality, and identify
possible anomalies.

The effective visualization of analytical results is a critical component that
bridges complex data outputs and user understanding. By integrating the
complementary capabilities of Matplotlib, Seaborn, and Plotly, the system creates a
multi-layered visual analytics environment that serves both exploratory and
explanatory purposes.

Matplotlib provides the foundational, low-level control for constructing
precise and customizable static plots. It is used to generate core analytical graphics,
such as detailed time-series comparisons, error distribution charts, and model
diagnostic plots, ensuring technical accuracy and reproducibility for in-depth
analysis.

Seaborn enhances this foundation by offering a high-level interface for
creating statistically informative and aesthetically refined visualizations with
minimal code. It is employed to produce aggregate views like correlation heatmaps,
comparative distribution plots (e.g., box plots, violin plots), and relational graphs
that efficiently summarize complex datasets and reveal underlying patterns.

Plotly introduces a dynamic dimension through interactive, web-based
graphs. This functionality empowers users to engage directly with the data by



zooming into specific intervals, hovering to reveal precise data points, toggling2
between different data series or model outputs, and panning across timelines. This
interactivity transforms static observation into an active discovery process.

The synthesized application of these tools fulfills three key analytical
objectives within the system:

1. Comprehension of Trends and Dynamics: Visual narratives help users
intuitively grasp temporal trends, cyclical patterns, and relationships within the data,
making complex model behavior and dataset characteristics accessible.

2. Validation of Model Performance: Direct visual comparisons between
predictions and actual, alongside clear representations of errors and confidence
intervals, provide an immediate and intuitive assessment of a model's accuracy and
reliability.

3. Discovery of Insights and Anomalies: Visualization acts as a diagnostic
tool, where unexpected patterns, outliers in residuals, or deviations between models
can quickly surface potential issues, highlight interesting phenomena, or guide
further investigative questions.

In essence, this visualization framework transcends simple presentation; it is
an integral analytical engine. It facilitates validation, enhances interpretability, and
enables users to derive clear, evidence-based conclusions from the system's outputs,

thereby closing the loop between data processing and informed decision-making.

2.3.7 Testing and System Improvement

The final stage includes testing the system on new data to assess its overall
effectiveness and stability. Based on obtained results, models are improved,
parameters are tuned [17], or new features are added to increase forecast accuracy
and reliability. Regular testing and updating of the system are important aspects for

ensuring its stable operation and meeting user requirements.
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This chapter provided a detailed examination of the methods and tools for
implementing the weather forecasting task based on machine learning and data
analysis. The main components of the process are data collection and preparation,
model selection and tuning, training, evaluation, integration with user interface,
visualization of results, as well as testing and system improvement.

For successful forecasting, proper data preparation is important, which
includes cleaning from noise and anomalies, as well as normalization. Selecting the
appropriate forecasting model (ARIMA, SARIMA, SARIMAX) depends on data
specifics and considers seasonal fluctuations and external factors. Tuning models
using automated tools such as pmdarima significantly increases forecast accuracy,
reducing the likelihood of parameter errors.

Integrating models with a convenient user interface ensures system
accessibility for end-users without special knowledge. Visualizing results using
Matplotlib, Seaborn, and Plotly libraries allows not only for analyzing forecasts but
also for effectively presenting results. The final development stage is testing and
improving the system, which helps maintain high reliability and forecasting
effectiveness.

Thus, developing a weather forecasting system based on machine learning is a
complex but structured process covering all key stages, from data collection to
testing and ensuring reliable system operation. This approach enables the creation of
accurate and reliable forecasts that can be useful in many sectors such as agriculture,

energy, transportation, and natural resource management.
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3 DESCRIPTION AND IMPLEMENTATION OF THE FORECASTING
SYSTEM

This chapter discusses the technical aspects of implementing the weather
forecasting system, including architecture, data integration, the model training
process, as well as deployment details and security. The goal is not only to explain
how the system was built but also to show how each component interacts with
others to create an effective and [18] reliable forecasting tool. The system is based
on modern technologies and machine learning approaches, ensuring high forecast
accuracy and interactivity. This chapter will help better understand the system
creation process, its technical structure, as well as decisions made regarding

technology and method selection.

3.1 System Architecture

The weather forecasting system architecture is built using a modular
approach, ensuring flexibility and scalability. The main system components include:

Data Collection and Processing Module: This module is responsible for
collecting data from various sources such as weather stations, satellites, and weather
service APIs. Data are collected in real-time and undergo preprocessing to remove
noise, gaps, and anomalies. Data processing is performed using Pandas and NumPy
libraries, ensuring their cleanliness and readiness for further analysis.

Modeling and Forecasting Module: This module is the system's core, where
weather modeling is performed. ARIMA, SARIMA, and SARIMAX models are
used, trained on prepared data to forecast weather variables such as temperature,
humidity, and atmospheric pressure. Model training is conducted using Scikit-learn,
Statsmodels, and Pmdarima libraries.

User Interface Module: The user interface is implemented using the Streamlit
library, allowing for the creation of a convenient web application for interacting
with the system. Users can upload their own data, adjust model parameters, and

view forecasting results interactively. This makes the system accessible to a wide



range of users, including those without special knowledge in programming or dat35
analysis.

Visualization Module: Visualization of results is an important part of the
system, allowing users to understand forecast behavior and draw appropriate
conclusions. Using Matplotlib, Seaborn, and Plotly libraries enables the creation of
both static and interactive graphs illustrating modeling results.

Data Storage Module: For storing historical data and forecast results, a
database is used, allowing for the storage of large information volumes and ensuring
quick access to them. For this, a relational database such as PostgreSQL can be

used, ensuring reliability and scalability.

3.2 Data Integration

Data integration constitutes a fundamental and critical stage in the
development and operation of the weather forecasting system. It ensures the
seamless aggregation, normalization, and preparation of heterogeneous
meteorological data from a multitude of disparate sources into a cohesive, high-
quality, and temporally coherent dataset. The accuracy and reliability of the
subsequent machine learning models are intrinsically dependent on the integrity and
consistency of this foundational data layer. The process is designed to be automated,
scalable, and robust, handling the challenges of varying formats, resolutions, and
potential gaps inherent in real-world environmental data collection.

The system is engineered to ingest data from a comprehensive range of
sources to construct a multi-faceted view of atmospheric conditions. Primary data
streams include direct measurements from ground-based meteorological stations,
which provide essential point data on temperature, humidity, atmospheric pressure,
wind speed and direction, and precipitation. These are supplemented by broader-
scale observations from satellite imagery and weather radar systems, which offer
critical insights into cloud cover patterns, precipitation intensity and movement, and
surface temperature over wider geographical areas. To enhance accessibility and fill
spatial gaps, the system also leverages Application Programming Interfaces (APISs)

from established weather data providers, such as OpenWeatherMap, which supply



both historical archives and real-time forecast data in standardized formats. Fo36
more advanced modeling scenarios, particularly when employing the SARIMAX

framework, exogenous data sources are integrated. These may include temporal

indicators like time of day and day of the year, geographical factors such as

elevation, or other relevant external variables that could influence local weather

patterns.

Upon acquisition, the raw data undergoes a rigorous preprocessing pipeline
orchestrated primarily through the Pandas and NumPy libraries. This phase
addresses the inherent inconsistencies between data sources. A key step is temporal
alignment, where all data streams are resembled to a uniform time frequency, such
as hourly intervals, and standardized to a common time zone (e.g., UTC). Unit
conversion ensures all measurements adhere to a consistent system, typically metric.
Given the inevitability of incomplete data, sophisticated strategies for handling
missing values are employed. These range from simple forward-filling for minor
gaps to more complex linear or seasonal interpolation for longer periods, ensuring
the continuity of the time series without introducing significant bias. Concurrently,
statistical methods are applied to detect and mitigate outliers, anomalous readings
that could distort model training. The data is also cleansed of noise and formatted
into a structured tabular format suitable for algorithmic consumption.

Beyond cleaning, the integration process involves feature engineering to
enrich the dataset and potentially improve predictive power. This can involve
creating derived meteorological indices, calculating rolling statistics (like moving
averages), or generating cyclical features from timestamps (e.g., sine and cosine
transformations of the hour or day of the year) to help models more easily capture
diurnal and annual patterns. The entire data ingestion and transformation workflow
is automated and monitored. Scheduled scripts fetch new data from APIs and file
sources, while workflow management principles ensure dependencies are respected,
for instance, data must be validated before cleaning. Error handling mechanisms are
in place to alert administrators of source failures or pipeline disruptions.

For persistence, the integrated data is stored in a structured relational
database, such as PostgreSQL, which supports efficient querying for the operational

forecasting application and provides a reliable repository for recent historical data.



For long-term archival, model training, and versioning purposes, the completd”/
datasets are also stored in scalable cloud storage or data warehouses. This dual
storage strategy balances performance for real-time access with cost-effectiveness
for bulk data analytics. Throughout the integration process, considerations for data
security and source reliability are maintained, including secure management of API
credentials and validation of data provenance. In essence, the data integration
component functions as the essential plumbing of the system, transforming a chaotic
inflow of raw environmental measurements into a clean, reliable, and analytically

ready stream of information that feeds directly into the core predictive models.

3.3 Model Training

Model training represents the core analytical phase where the prepared
historical data is used to instill predictive capability into the selected statistical
frameworks. This process involves systematically fitting the parameters of ARIMA,
SARIMA, and SARIMAX models to the cleaned and integrated weather time series,
optimizing them to recognize underlying patterns, trends, seasonality, and the
influence of external factors. The objective is to derive a set of models that can
generalize from past behavior to forecast future values with minimal error. The
training workflow is iterative and evaluative, combining automated parameter
search, rigorous statistical fitting, and comprehensive performance validation.

The process begins with the final, preprocessed dataset from the integration
stage. This dataset is typically partitioned into distinct subsets to ensure robust
evaluation. A substantial portion, often 70-80%, is designated as the training set.
This data is used exclusively to estimate the model's internal parameters. The
remaining portion is held back as the test set (or a separate validation set), which
remains unseen by the model during training. This set provides an unbiased
assessment of the model's forecasting performance on new, contemporaneous data,
simulating its real-world application and guarding against over fitting, a scenario
where a model memorizes noise in the training data rather than learning
generalizable patterns.

For the ARIMA (AutoRegressive Integrated Moving Average) model,



training focuses on capturing the inherent serial correlation within a single weathe$8
variable (e.g., temperature). The model is defined by three order parameters: p
(autoregressive order), d (degree of differencing), and q (moving average order).
Determining the optimal combination of (p, d, q) is critical. This is achieved through
a combination of statistical tests and automated search. The Augmented Dickey-
Fuller test is applied to the training data to confirm stationary (a constant mean and
variance over time) and inform the d parameter. Autocorrelation Function (ACF)
and Partial Autocorrelation Function (PACF) plots are analyzed to suggest initial
ranges for p and g. To automate and optimize this selection, the Pmdarima library
(which wraps the “auto_arima™ function) is employed. It performs a systematic
search over a defined grid of possible (p, d, g) values, fitting each candidate model
and selecting the one that minimizes a chosen information criterion, such as the
Akaike Information Criterion (AIC) or the Bayesian Information Criterion (BIC),
which balance model fit with complexity. Once the orders are selected, the model's
coefficients (the autoregressive and moving average parameters) are estimated using
maximum likelihood estimation, a process efficiently handled by the Statsmodels
library.

Training the SARIMA (Seasonal ARIMA) model extends this process to
account for repetitive seasonal cycles, such as daily or annual fluctuations in
temperature or humidity. SARIMA introduces four additional seasonal order
parameters: P (seasonal autoregressive order), D (seasonal differencing), Q
(seasonal moving average order), and S (the length of the seasonal period, e.g., 24
for hourly data with a daily cycle, or 365 for daily data with a yearly cycle). The
Pmdarima library's "auto_arima™ function is again invaluable here, as it can
simultaneously search the expanded parameter space (p, d, q) x (P, D, Q, 9),
identifying the combination that best captures both the non-seasonal and seasonal
components of the time series. This model is inherently more complex and
computationally intensive to train but is essential for accurate forecasting in
domains dominated by cyclical behavior.

The SARIMAX (Seasonal ARIMA with Exogenous variables) model
represents the most comprehensive approach within this family. Training a
SARIMAX model involves all the steps of SARIMA but adds the crucial layer of



integrating exogenous variables. These are external factors believed to influence thg9
target variable, such as using humidity and pressure data to forecast temperature, or
incorporating calendar features like hour-of-day as sine/cosine pairs. During
training, the model learns not only the internal dynamics of the target time series (as
in SARIMA\) but also the regression coefficients that quantify the impact of each
exogenous variable. The Statsmodels library provides the necessary functionality to
specify and fit these models. The training data for SARIMAX must therefore be a
multivariate dataset, and the feature selection for exogenous variables becomes an
important consideration, often involving domain knowledge and experimentation to
identify the most influential external factors.

Following the parameter estimation for each model type, a critical phase of
model diagnostics and evaluation is conducted. This involves analyzing the model's
residuals, the differences between the actual values in the training set and the values
predicted by the fitted model. Ideally, residuals should resemble white noise: they
should be uncorrelated, have a mean of zero, and constant variance. Statistical tests
and plots of residual autocorrelation are used to verify this. If significant patterns
remain in the residuals, it suggests the model has failed to capture some structure in
the data, indicating a need for parameter re-specification or a different model form.

The ultimate measure of a model's utility is its forecasting accuracy. This is
quantified using the held-out test set. Each trained model generates a multi-step
forecast for the period covered by the test set. These forecasts are then compared
against the actual observed values. Standard error metrics are calculated, most
commonly the Root Mean Square Error (RMSE), which penalizes larger errors more
heavily, and the Mean Absolute Error (MAE), which provides a more intuitive
average error magnitude. A comparative analysis of these metrics across the
ARIMA, SARIMA, and SARIMAX models for each weather variable provides a
clear, quantitative basis for selecting the best-performing model for deployment.
This iterative cycle of training, diagnostic checking, and testing ensures that the
final deployed models are not only statistically sound but also demonstrably
effective at predicting future weather conditions based on the historical patterns

learned during this intensive training phase.
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The ARIMA (AutoRegressive Integrated Moving Average) model is used for
forecasting time series without seasonal components. It is well-suited for modeling
data that do not have clearly expressed seasonal changes. The main advantage of
ARIMA is its simplicity and quick tuning capability, but it may be less accurate for
complex weather data with pronounced seasonality.

Advantages: Simple to tune, effective for data without seasonality.

Disadvantages: Less effective for data with pronounced seasonality or
complex dependencies.

Figure 3.1 shows the change in RMSE during model training, demonstrating

the dynamics of error reduction and model operation stabilization.
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Figure 3.1: Change in ARIMA model accuracy during training

Figure 3.2 shows a comparison of temperature values predicted by ARIMA

with real data, allowing for assessing model accuracy.
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Figure 3.2: Temperature values predicted by ARIMA and their comparison

with real data

3.3.2 Training the SARIMA Model

The SARIMA (Seasonal ARIMA) model is an extension of ARIMA to
account for seasonal components. It is used for data that have clearly expressed
seasonal changes, such as cyclical weather phenomena. SARIMA allows for
modeling seasonal components, significantly increasing forecast accuracy.

Advantages: Suitable for data with seasonal fluctuations, high accuracy in
modeling seasonal trends.

Disadvantages: More complex to tune compared to ARIMA, requires more
time for parameter selection.

Figure 3.3 shows the change in RMSE during SARIMA model training,

demonstrating the effectiveness of modeling seasonal components.
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Figure 3.3: Change in SARIMA model accuracy during training

Figure 3.4 shows the seasonal fluctuations and their forecasting using

SARIMA, which demonstrates the model's capability to account for seasonal

changes.
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Figure 3.4: Comparison of SARIMA model seasonal forecasts with actual

data.
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The SARIMAX (Seasonal ARIMA with eXogenous factors) model is an
extension of SARIMA [4], allowing for accounting for external factors (exogenous
variables) that may influence the forecast. Using exogenous variables allows the
model to achieve greater accuracy, especially if weather conditions are influenced
by additional factors such as climate changes or anthropogenic influences.

Advantages: High accuracy, ability to account for additional factors
influencing the forecast.

Disadvantages: Complex to tune, requires additional data for accounting
exogenous variables.

Figure 3.5 shows the change in RMSE during SARIMAX model training,

demonstrating the influence of exogenous variables on improving accuracy.
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Figure 3.5: Change in SARIMAX model accuracy during training

Figure 3.6 shows the influence of additional factors on values predicted by the
SARIMAX model, illustrating the contribution of exogenous variables to improving

accuracy.



44

Brnave ek3oreHHUx akTopiB Ha NporHos (SARIMAX)

PeanbHi 3Ha4YeHHs
=== [lporHo3oBaHi 3Ha4eHHA (SARIMAX)
100} EK30oreHHi hakTopn BpaxoBaHi

N A/ W
90 + A { \ 1} ‘,‘ N
/A R

f /
80 ) 4 ] Y

3Ha4yeHHs

" A 3
70 FAT 1\-1
T A )
T U
60 = A \
\ 3

50

& 0 20 40 60 80 100
Yac

Figure 3.6: Influence of exogenous factors on values predicted by the
SARIMAX model

3.4 System Deployment

After model training, the system must be deployed for real use. Deployment
involves integrating all components into a single working system accessible to end-
users. For deployment, modern containerization technologies are used, such as
Docker [7], which allows for isolating all system dependencies and ensuring its
stable operation regardless of the execution environment.

The system is deployed as a web application using Streamlit, allowing users
to receive forecasts in real-time. Thanks to Streamlit, the system has a convenient
and understandable interface where users can upload new data, adjust model
parameters, and receive forecasts with visualization. System deployment also
involves setting up servers to ensure its continuous operation and 24/7 service
access.

Deployment also includes security configuration to protect the system from

unauthorized access and ensure user data confidentiality. For this, modern



authentication and authorization methods are used, as well as data encryption t85

protect against possible attacks.

3.5 Security and Optimization

The security of the weather forecasting system is an important aspect, as it
works with sensitive data and must be protected from possible threats. The main
elements of ensuring security are protecting data access, encrypting information,
and setting up access roles for different user types.

To protect the system from unauthorized access, modern authentication and
authorization methods are used, such as OAuth or JWT. These methods ensure that
only authorized users can access the system and its functions. Additionally, data
encryption during transmission and storage is important, helping prevent possible
attacks and information leaks.

System optimization concerns both performance and resources used during
operation. For optimization, caching of query results is used, which allows [30]
reducing server load during repeated requests. Additionally, memory and CPU
usage for model operation is optimized, allowing for maintaining fast system
response even with a large number of users.

Regular system monitoring and updates are also important aspects of
optimization. Using monitoring tools such as Prometheus or Grafana allows for
timely detection of potential problems and their elimination before affecting end-
users. Thanks to this, the system maintains high stability and reliability of operation,

which is critical for users relying on forecast accuracy.

3.6 Conclusions for Chapter 3

This chapter provided a comprehensive exposition of the technical
implementation of the machine learning-based weather forecasting system, detailing
the integral components from its foundational architecture to its operational

deployment. The primary objective was to engineer a system that is not only



theoretically sound but also practically viable, characterized by flexibility}6
reliability, and scalability to manage substantial meteorological data volumes and
deliver accurate, actionable forecasts.

The system's architecture was deliberately designed using a modular
paradigm, which segregates functionalities into distinct, interoperable components:
data acquisition and preprocessing, model training and management, the interactive
web application, and visualization. This separation of concerns facilitates
maintainability, allowing for independent updates, testing, and scaling of each
module. For instance, the data pipeline can be enhanced with new sources without
disrupting the core modeling logic, and new forecasting algorithms can be
integrated alongside the existing ARIMA-family models. This design directly
supports the core research aim of creating an adaptable platform for forecasting
experimentation.

The model training phase constitutes the analytical heart of the system. A
rigorous, iterative methodology was employed for the ARIMA, SARIMA, and
SARIMAX models. This process involved systematic data partitioning, automated
hyper parameter optimization using Pmdarima to identify optimal (p,d,q) and
seasonal (P,D,Q,s) orders, and formal model fitting via Statsmodels. Crucially, each
model underwent diagnostic validation by analyzing residual plots and statistical
tests to ensure no discernible patterns remained, confirming that the model
adequately captured the data's information. The subsequent evaluation on a held-out
test set using metrics like RMSE and MAE provided an objective, quantitative
measure of predictive accuracy, forming the basis for model selection and
confidence in their forecasts.

Deploying the system as a containerized web application via Docker and
Streamlit bridges the gap between complex machine learning backend and end-user
accessibility. Containerization guarantees a consistent, reproducible environment
across development, testing, and production, eliminating the "it works on my
machine" problem. The Streamlit framework enables the rapid creation of an
intuitive, reactive interface where users can engage with the trained models in real-
time by uploading data, adjusting parameters, and visualizing forecasts without any

command-line interaction. This embodies the practical goal of making advanced



forecasting tools available to a non-technical audience. 47

Finally, the discussion on security and optimization addresses critical
production considerations. Implementing authentication, encrypting data
transmissions, and securing API keys are essential for protecting sensitive data and
system integrity. Performance optimization, through techniques like query caching,
efficient model serialization, and resource monitoring, ensures the system remains
responsive under load and provides a seamless user experience. These elements
collectively transform the system from a research prototype into a robust,
dependable tool.

In summation, the implementation detailed in this chapter successfully
integrates modern machine learning methodologies, software engineering best
practices, and user-centered design. The resulting system is a validated, deployable
tool for weather prediction that provides a reliable foundation for both operational
forecasting and future research, such as the integration of additional data sources or

more complex neural network architectures.
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4 METHODOLOGY FOR USER INTERACTION WITH THE SYSTEM

This chapter discusses the main aspects of user interaction with the weather
forecasting system. The goal of this chapter is to provide clear instructions for
installing, configuring, and using the software product. The described stages of user
work, from initial setup to using functionality for obtaining forecasts, will help
ensure effective and intuitively understandable work with the system. The system is
designed for a wide range of users and provides convenient access to forecasting

tools without requiring deep technical knowledge.

4.1 System Requirements

For correct operation of the weather forecasting system, certain hardware and
software requirements must be met. The system supports operation on most modern
operating systems [6] and does not require significant resources for performing

basic functions. The main system requirements are listed below:

. Operating System: Windows 10/11, macOS 10.15 and newer, Linux
(Ubuntu 20.04 and above).

. Processor: Multi-core processor with a clock speed of at least 2 GHz.

. RAM: Minimum 8 GB RAM (16 GB recommended for effective work
with large data volumes).

. Disk Space: Minimum 5 GB free space for installing all necessary
components and libraries.

. Software: Python 3.8 and above. Docker for containerization (optional,
for ensuring convenient deployment).

. Python Libraries: Pandas, NumPy, Matplotlib, Seaborn, Plotly, Scikit-
learn, Statsmodels, Pmdarima, Streamlit.

Ensuring compliance with these requirements guarantees stable system
operation and fast data processing for forecasting. Corresponding software

components must be installed before using the system to ensure proper performance



and functionality. 49

4.2 Main System Functions

This subsection discusses the main functions of the weather forecasting
system and the way they are used [4] by users. The software product provides a
wide range of capabilities that allow for effectively forecasting weather conditions

and interacting with models at an intuitively understandable level.

4.2.1 Inputting Data for Forecasting

The user can upload their own data or use built-in weather data for
forecasting. The system supports uploading files in CSV format containing weather
parameters such as temperature, humidity, atmospheric pressure, etc. Figure 4.1

shows how the user can upload data for forecasting using the system interface.

Weather Forecasting

Upload CSV or Excel weather data

Drag and drop file here

LIMITt ZUUMB perfile « LSV, XLSX

Browse files

Figure 4.1 — Inputting Data for Forecasting

4.2.2 Selecting a Forecasting Model

The system allows for selecting one of the available models for forecasting,
such as ARIMA, SARIMA, or SARIMAX. Model selection is done through a



convenient graphical interface, where brief information about each model and itsO
features is provided. Figure 4.2 shows the selection of a model for forecasting from
available options such as ARIMA, SARIMA, or SARIMAX.

Model Selection

Choose Model for Forecasting

SARIMA  SARIMAX

ARIMA Model

Figure 4.2 — Selecting a Forecasting Model

4.2.3 Configuring Model Parameters

After selecting a model, the user can configure parameters such as
autoregression order, seasonality, etc. Configuration is done through interactive
fields, allowing for adjusting the model according to user needs. Figures 4.3 — 4.5
show the process of configuring model parameters for forecasting, such as

autoregression order or seasonality.
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SARIMA Parameters
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Figure 4.3 — Configuring ARIMA Model Parameters
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Figure 4.4 — Configuring SARIMA Model Parameters
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Figure 4.5 — Configuring SARIMAX Model Parameters
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4.2.4 Running Forecasting and Visualizing Results

After inputting data and configuring parameters, the user can start the
forecasting process. Forecasting results are displayed as graphs illustrating changes
in weather parameters over the forecasted period. For visualization, Matplotlib,
Seaborn, and Plotly libraries are used. Figure 4.6 shows forecasting results

displayed as graphs illustrating changes in weather parameters.

Original Data Date for Test Forecasted Data
tte
2019-01-01 28.7 1,14 2022-02-14 28.5604 1,629  2023-06-18 00:00:00 32.5581
1 2019-01-02 273 1,141 2022-02-15 30.6204 1,63 2023-06-19 00:00:00 32.6633
2 2019-01-03 278 1,142 2022-02-16 29.188 1,631 2023-06-20 00:00:00 32.7295
3 2019-01-04 276 1,14 2022-02-17 29.4098 1,632 2023-06-21 00:00:00 32.7625
4  2019-01-05 289 1,144 2022-02-18 29.8268 1,633 2023-06-22 00:00:00 32,7771
5 2019-01-06 28.2 1,145  2022-02-19 30.7577 1,634  2023-06-23 00:00:00 32.783
6 2019-01-07 29.9 1,14 2022-02-20 31.3149 1,635 2023-06-24 00:00:00 32.7854
7 2019-01-08 30.1 1,147  2022-02-21 32.1175 1,636  2023-06-25 00:00:00 32.7862
8 2019-01-09 30.8 1,148 2022-02-22 32.2035 1,637 2023-06-26 00:00:00 32.7865
9 2019-01-10 313 1,145 2022-02-23 32.1766 1,638 2023-06-27 00:00:00 32.7866
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Figure 4.6 — Visualizing Forecasting Results

4.2.5 Saving Results

The user can save forecasting results as CSV files or graph images. This
allows for using forecasted data for further analysis or integration with other

systems. Figures 4.7 and 4.8 show the process of saving forecasting results as files



or graph images.
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Original Data
apparent_temperature_mean time apparent_temperature_mean time apparent_temperature_mean

0 2019-01-01 287 _ 1629  2023-06-18 00:00:00
1,146 2022-02-20 31.3149

1 2019-01-02 21.3 = 1,630 2023-06-19 00:00:00
1,14 2022-02-21 32.1175

2 2019-01-03 27.8 1,631 2023-06-20 00:00:00
1,148 2022-02-22 32.2035

3 2019-01-04 27.6 1,632 2023-06-2100:00:00
1,149 2022-02-23 32.1766

4 2019-01-05 289 = 1,632 2023-06-22 00:00:00
1,150 2022-02-24 31.7808

5 2019-01-06 282 534 2023-06-23 00:00:00
1,151  2022-02-25 31.6693

6 2019-01-07 29.9 - 1,635  2023-06-24 00:00:00
1,152 2022-02-26 32.0608

7 2019-01-08 30.1 1,636 2023-06-25 00:00:00
1,153 2022-02-27 32.1229

8 2019-01-09 30.8 1637 2023-06-26 00:00:00
1,154  2022-02-28 31.9872

9 2019-01-10 313 = 1,638 2023-06-27 00:00:00
1,155 2022-03-01 31.6438

Auto Parameters Forecast Clear

Figure 4.8 — Saving Forecasting Results as a Table
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The system provides interactive interaction with the user through a web

interface based on Streamlit. The user can in real-time change modeling parameters,

reload data, and receive updated results.

4.2.7 Selecting the Percentage of Dataset for Training

The user can adjust the amount of data used for training the model by selecting



a percentage of the total dataset. Typically, 70-80% of available data is used fof
training, while the remainder is used for testing and evaluating model quality.

Setting the dataset percentage is done through the system interface, allowing
the user to conveniently determine the data volume [20] for training. This is an
important step that influences forecasting accuracy, as a large amount of training data
can improve model learning quality, while insufficient test data can reduce evaluation
effectiveness.

Figure 4.9 shows the process of setting the dataset percentage for model

training through the system interface.
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Figure 4.9 — Selecting Dataset Percentage for Training

4.2.8 Selecting Dataset Parameters for Use

The user can choose which specific parameters (temperature, humidity,
atmospheric pressure, etc.) will be used for model training. This allows for adapting
the system to specific requirements and highlighting those weather variables most
significant for forecasting under particular conditions.

This function is implemented through the system interface, where the user can
mark the necessary parameters. This is especially useful for cases where some

variables are less significant or absent in available data.



Figure 4.10 shows the process of selecting dataset parameters for use during5

model training through the system interface.

Weather Forecasting Dashboard

Split the data into training and test sets based on the desired ratio.

Select the ratio of training and test data (%)

[¢] 920

Training and Test Weather Dataset Preview s

Training Weather Dataset Preview Test Weather Dataset Preview

0 2019-01-01 30 231 26.1 1,3 2022-07-27 63 295 242 263

1 2019-01-02 29.4 27 257 1,304  2022-07-28 53 282 24.8 263

2019-01-03 30.2 26 26.1 13 2022-07-29 51 284 246 263

2019-01-04 306 223 26 2022-07-30 53 296 244 266

i 2019-01-05 311 26 264 7 2022-07-31 63 287 245 26

2019-01-07 315 23 26.8 1,3 2022-08-02 63 219 245 259

7 2019-01-08 317 235 274 1310  2022-08-03 63 213 247 25.7

2019-01-09

2
1
0
3
3
2019-01-06 2 30.5 227 262 13 2022-08-01 65 269 248 257
3
2
2 325 232 216 131 2022-08-04 55 278 249 26.1
1

2019-01-10 323 238 217 2022-08-05 53 215 248 26

2019-01-11 61 323 239 216 2022-08-06 51 284 25 262
11 2019-01-12 51 309 24 213 1,314 2022-08-07 51 286 249 263

12 2019-01-13 63 318 245 26.9 1315 2022-08-08 51 285 25 264

Figure 4.10 — Selecting Dataset Parameters for Use

4.3 Conclusions for Chapter 4

This chapter provided a comprehensive examination of the user-centric design
and operational workflow of the implemented weather forecasting system. It
detailed the complete pathway from initial system setup and technical prerequisites
to the sophisticated, interactive process of generating and analyzing forecasts. The
discussion encompassed the foundational system requirements necessary for stable
operation, the full spectrum of the system's core functionalities, and a step-by-step
methodology that guides users from data ingestion to the interpretation and export
of results.

The chapter meticulously detailed the key interactive stages that define the
user experience. This includes the flexible input of data via file uploads or API
connections, the strategic selection and nuanced configuration of forecasting models
(ARIMA, SARIMA, SARIMAX), the initiation of the computational forecasting

process, and the dynamic visualization of results through static and interactive



graphs. A particular emphasis was placed on the system's adaptive capabilities, such6
as allowing users to define the train-test split ratio and select specific feature subsets
from the dataset [19]. These features empower users to tailor the analytical process
to specific regional conditions, temporal ranges, or research hypotheses, moving
beyond a black-box application to a tool for investigative analysis.

The design philosophy centers on accessibility and clarity, achieved through
the Streamlit framework. This choice facilitates the creation of an intuitive, web-
based interface that effectively demystifies complex machine learning operations.
The interface logically structures the workflow, providing immediate visual
feedback, contextual guidance, and control over key parameters. This design makes
advanced time-series forecasting approachable for a diverse audience, including
students, researchers, agricultural planners, and logistics managers, without
requiring programming expertise.

The methodologies and interface components described herein do more than
just ensure operational functionality; they actively enhance the overall value and
impact of the forecasting system. By reducing the technical barrier to entry, the
system promotes wider adoption and experimentation. The clarity of the workflow
and the transparency of the configuration options foster trust and understanding in
the model's outputs. Furthermore, the ability to save and export both data and
visualizations supports collaboration, reporting, and integration with other decision-
support tools. In conclusion, this chapter demonstrates that the system's practical
utility is derived equally from the robustness of its machine learning core, as
detailed in Chapter 3, and from the thoughtful, user-centered design of its interactive
facade. This synergy between analytical power and usability is what transforms the
system from a theoretical model into an effective and convenient daily tool for
enhancing weather-dependent decision-making across professional and educational

domains.
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5 DEVELOPMENT OF THE STARTUP PROJECT

Climate changes and natural disasters are becoming more frequent, so the
importance of accurate weather forecasting is extremely high. Timely and accurate
weather forecasts can have a huge impact on agriculture, energy, transportation, and
human safety. This chapter is dedicated to developing a startup project aimed at
creating an interactive weather forecasting system based on machine learning. Such
a system will provide users with a convenient tool for obtaining detailed weather
forecasts that account for local features and variables influencing climatic processes.
This chapter will describe the main startup idea, its concept, development
opportunities, the technological approach to implementation, and the market

potential of the project.

5.1 Startup Project Idea

The main idea of the startup is to develop an innovative system for weather
forecasting that uses modern machine learning methods, particularly ARIMA,
SARIMA, and SARIMAX models, to create more accurate and tailored forecasts.
The key feature of this system is its ability to integrate input weather data and
exogenous factors such as regional climatic conditions, information about
anthropogenic influences, and other relevant factors, ensuring high forecast
accuracy.

The system is designed for a wide range of users, including farmers, energy
companies, transportation operators, travel agencies, as well as private users who
need accurate weather forecasts for planning their activities. Using Python libraries
such as Pandas, NumPy, Matplotlib, Seaborn, and web interface development tools
like Streamlit, the startup aims to create a platform accessible even to unqualified
users.

The main advantages of the proposed system include:

Forecasting Accuracy: Due to the use of machine learning models, the system can

account for nonlinear interrelationships between various climatic parameters and



exogenous factors.
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e Interactivity: Users can configure model parameters and adapt forecasts to specific

needs.

e Accessibility: Thanks to the interactive web interface, the system is convenient for

use by a wide range of users.

Table 5.1 outlines the main target audiences of the startup.

Target Audience

Description of Needs

Farmers

Need accurate forecasts for planning

planting and harvesting.

Transportation Companies

Use forecasts for planning safe

transportation.

Energy Companies

Optimization of energy resource

distribution under weather influence.

Travel Agencies

Planning tourist routes for enhancing

client comfort.
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Figure 5.1 — Schematic representation of the main startup idea

Table 5.2 provides a comparison of the strengths and weaknesses of the startup

and its competitors.

Parameter Proposed Startup Competitors

High accuracy due to using| Traditional models have
Forecast Accuracy ARIMA, SARIMA, lower accuracy due to
SARIMAX models simplified approaches

_ Most competitors offer
o User can configure o S
Interactivity _ limited functionality, fixed
forecasting parameters
parameters

o Convenient web interface |  Often uses interfaces
Interface Accessibility ] _
for a wide range of users |complex for understanding




End of Table 5.2 60

Accounting for local o )
. o Limited adaptation to
Adaptability climatic factors and . N
_ specific user conditions
exogenous variables

Possibility of quick S
Often requires individual
Deployment Speed deployment thanks to
setup for each user
Docker

Thus, the startup is focused on solving the problem of lacking accurate and
accessible weather forecasts, which are necessary for effective management in many
economic sectors. Agriculture, transportation, energy, and many other sectors
critically depend on accurate forecasts for effective functioning and preventing
negative consequences. Providing accurate forecasting will reduce risks [9]
associated with natural disasters, optimize resource distribution, and improve
decision-making processes under changing weather conditions. Using modern
machine learning methods allows for creating a competitive product ensuring
accuracy and adaptability to diverse conditions and regions, making it relevant and
in demand on the market. The startup has significant potential for successful entry
into both domestic and international markets, as its innovative approach and
technological solutions provide better service quality compared to existing
competitors. This creates significant opportunities for developing partnership
programs, collaborating with various sectors, and expanding the range of services

provided.

5.2 Technological Audit of the Startup Project Idea

A technological audit is an important component for determining how
prepared the startup idea is for implementation from a technical point of view. This
subsection examines the main technological aspects, tools, and resources necessary

for implementing a weather forecasting system based on machine learning.



The proposed system uses modern data analysis methods, machine learningyl
and visualization, allowing for creating accurate forecasts considering numerous
climatic factors and variables. For project implementation, a technology stack is
used that combines tools for collecting, processing, analyzing, and visualizing data.
The main technologies are Python, Docker, as well as libraries for working with
data and creating web interfaces, providing convenient access to system capabilities
for users.

Table 5.3 outlines the development technology stack of the startup.

Table 5.3 — Technological Stack of Startup Development

Component Description and Usage

Main programming language for data

Python _ _
processing and modeling.

Libraries for processing large data
Pandas, NumPy
volumes.

Tools for developing ARIMA, SARIMA,
SARIMAX models.

Libraries for data visualization and

Statsmodels, Pmdarima

Matplotlib, Seaborn o
building graphs.

Framework for creating an interactive

Streamlit )
web interface.

Application containerization for
Docker

simplifying deployment and scaling.

The development process involves using Python as the main programming
language, as it provides a wide range of libraries for data analysis and processing
and is convenient for machine learning. Using Pandas and NumPy libraries allows
for efficient processing of large volumes of historical weather data, and Statsmodels
and Pmdarima help create highly accurate predictive models such as ARIMA,
SARIMA, and SARIMAX, ensuring accounting for seasonal and exogenous factors.

Docker is used for system containerization, allowing for easy deployment of

software in different environments without complex setups. This makes the system



accessible for use on both local machines and remote servers, which is especiall$2
important when scaling the project and providing services to a large number of
users.

For creating an intuitive user interface, Streamlit is used. This framework
allows for quickly creating web applications for machine learning and data analysis,
which can easily integrate with other system components. In particular, users can
upload their data, configure model parameters, launch the forecasting process, and
receive results in a convenient format including interactive graphs and tables. Table

5.4 outlines the strengths and weaknesses of the technological approach.

Table 5.4 — Strengths and Weaknesses of the Technological Approach

Parameter Strengths Weaknesses

_ Large number of libraries )
Programming Language ) _ May be less effective for
for machine learning and _
(Python) _ highly loaded tasks
data analysis

o Quick deployment and Requires knowledge of
Containerization (Docker)

scaling working with containers
ARIMA, SARIMA, ) Complexity in tuning for
High forecast accuracy _
SARIMAX Models different data types

_ Convenient and quick in | Limited capabilities for
Interface (Streamlit) _ _
development complex interface design

Thus, the technological audit shows that the chosen technology stack allows
for ensuring stable system operation, high forecast accuracy, and convenient access
for users. Using modern tools for containerization, data analysis, and visualization
ensures scalability and ease of use, which are key factors for successful startup
implementation.

Table 5.5 provides a comparison of the startup's technology stack with

competitors.
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Table 5.5 — Comparison of the Startup's Technology Stack with Competitors

Component

Our Startup

Competitors

Programming Language

Python, with a large

number of libraries

Often proprietary solutions

or Java are used

User Interface

Streamlit, convenient web

interface

Most competitors offer

only API access

Forecasting Methods

ARIMA, SARIMA,
SARIMAX

Use of simplified statistical

models

Containerization

Docker, for quick

deployment

Manual setup depending on

environment

The technological audit process allows for evaluating both the strengths and

weaknesses of the approaches used and comparing them with market analogues. The

main advantage of the system is adaptability and customization capability for each

user, while most competitors use simplified approaches and limited interfaces.

Table 5.6 provides an assessment of the effectiveness of the technologies

used.

Table 5.6 — Assessment of Effectiveness of Technologies Used

Component Effectiveness Criterion Effectiveness Score (1-5)
Python Ease of use 5
Speed of processing large
Pandas, NumPy P P 919 4
data
Docker Deployment speed 5
Streamlit Convenience for user
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) Accuracy of forecasting
Statsmodels, Pmdarima 5
models

The technology stack was chosen to maximize system work efficiency.
Python provides significant capabilities for data analysis and processing thanks to
numerous libraries like Pandas and NumPy, ensuring fast and effective processing
of large data volumes. Containerization with Docker allows for easy adaptation of
the system to different environments, ensuring its universality.

Pandas and NumPy significantly simplify work [2] with large datasets, which
is critically important for modeling and analyzing weather variables. Docker reduces
deployment time and avoids many problems associated with individual environment
setup.

For creating a convenient interface, Streamlit is used, providing simplicity
and interactivity in user interaction with the system. This allows not only for
launching forecasting models but also for quickly changing parameters to obtain
different results, which is especially important for users without deep knowledge in
machine learning.

Table 5.7 provides a comparison of technological tools by functionality

criteria.

Table 5.7 — Comparison of Technological Tools by Functionality Criteria

Tool Data Collection |Data Processing| Visualization Interactivity
Pandas + ++ — _
NumPy + ++ - _

Matplotlib — — ++ —
Streamlit — + + ++
Docker — — — ++

Thus, using the chosen technology stack allows for achieving a balance

between functionality, efficiency, and user accessibility. The technological audit



confirmed that the chosen technologies [21] fully meet project requirements an@5
ensure a high level of performance and forecasting quality. The main advantages are
high component integration and easy adaptation to specific needs, making the

system competitive in the market.

5.3 Analysis of Market Opportunities for Launching the Startup Project

The market for weather forecasting solutions is currently developing
extremely dynamically. Among the main growth drivers are climate changes,
increasing demand for accurate weather forecasts for adaptation to new conditions,
as well as increased requirements for activity planning in various sectors. A startup
focused on high-precision weather forecasting using machine learning has
significant market potential, as it can meet the needs of various user segments,
including farmers, transportation companies, energy organizations, and private
users.

The main product differentiation lies in using ARIMA, SARIMA, and
SARIMAX models, ensuring accuracy and adaptability to specific regional
conditions. The interactive web interface is also a significant advantage, as it allows
users without special technical knowledge to interact with the system, configure
forecasting parameters, and receive results in a convenient form.

Table 5.8 outlines market segmentation by target groups.

Table 5.8 — Market Segmentation by Target Groups

Target Group Needs Product Solution

Accurate forecasts for Interactive forecast with
Farmers planning planting, ability to choose local

irrigation, and harvesting parameters

. Forecasting weather
_ _ Safe routes, avoiding o -
Transportation Companies _ conditions for specific
weather risks
routes
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Energy Companies

Optimization of production
and distribution of energy

resources

Demand forecasting based

on weather conditions

Private Users

Weather data for daily

decisions

Convenient access to daily

forecasts via web interface

Table 5.9 provides a comparison of the solution with main competitors on the

market.

Competitor

Company

Technologies Used

Advantages

Disadvantages

\Weather.com

Traditional
forecasting models,

statistical methods

Wide coverage,

accessibility

Lower accuracy of

local forecasts

AccuWeather

Proprietary patented
algorithms

International

coverage

Lack of adaptation
to specific user

requirements

Proposed Startup

ARIMA, SARIMA,
SARIMAX, machine

learning

Forecast accuracy,

adaptability

Need for significant
computational

resources

The market for weather forecasting solutions has significant development

potential, as demand for quality weather data grows alongside climate changes and

the need to adapt to these changes. This system provides competitive advantages as

it combines forecast accuracy, interactivity, and ease of use. This is especially


https://weather.com/

important for sectors where weather conditions critically impact activities, such as7

agriculture, transportation, and energy.

It should also be noted that the weather forecasting market has a large volume

of funding from government agencies, private sectors, and scientific institutions, as

the need for accurate and fast forecasts [10] has significantly increased. This system

can also find applications in various fields, including emergency services, logistics,

and construction, where forecasting weather conditions helps ensure safety and

minimize costs.

Table 5.10 outlines potential markets for the startup.

Table 5.10 — Potential Markets for the Startup

Application Area

User Needs

Solution Provided

Agriculture

Forecasts for preventing

droughts, floods

Timely alerts about

weather changes

Energy

Forecasts for balancing

energy consumption

Forecasting changes in

resource consumption

Construction

Weather forecast for safe

work execution

Planning construction
works depending on

weather

Tourism and Travel

Weather conditions for trip

planning

Interactive weather
forecasts for travel

companies

This startup has the opportunity to capture a significant market share due to

forecast accuracy and ability to adapt to specific user needs. The main goal is to

provide a convenient tool for various user categories that can be used for both

commercial purposes and personal use. Considering the growing importance of

accurate weather forecasts, especially under climate change conditions, this product

has every chance to become a leader in its segment.
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Developing a market strategy is an important stage for successfully launching
a startup to market. It includes analyzing target segments, determining main
competitive advantages, choosing promotion channels, and developing marketing
activities to attract users and maintain their attention. Our startup, focused on high-
precision weather forecasting using machine learning, aims to provide its clients

with an innovative product that meets modern market requirements.

5.4.1 Target Market Segments

The primary task when developing a market strategy is identifying target
market segments. For our startup, the main target groups are farmers, energy
companies, transportation operators, travel agencies, and private users. Each of
these groups has unique needs that our system can satisfy through interactivity,
accuracy, and ease of use.

Table 5.11 outlines market segmentation by target groups.

Table 5.11 — Market Segmentation by Target Groups

Target Group Needs Marketing Strategy

Direct advertising at
Accurate forecasts for _ o
) _ agricultural exhibitions,
Farmers planning planting, _ _
S _ partnerships with agro-
irrigation, and harvesting _
companies

Online advertising

_ _ Safe routes, avoiding campaigns, presentations
Transportation Companies _ _
weather risks for transportation

associations
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Optimization of production| Participation in thematic
Energy Companies and distribution of energy | conferences, strategic

resources partnerships

) Social networks,
_ Weather data for daily S _
Private Users o advertising in mobile
decisions

applications

5.4.2 Main Promotion Channels

For successful startup promotion, a comprehensive marketing strategy
covering several communication channels must be used. The main channels will be:
Digital Marketing: Using social networks (Facebook, Instagram, LinkedIn) to
disseminate product information and attract new users.

Content Marketing: Creating educational materials, blogs, and videos explaining the
benefits of using our product, as well as examples of its application in real
conditions.

Partnerships with Companies: Collaborating with agro-companies, transportation
associations, and energy organizations to involve their clients in using our platform.
Participation in Exhibitions and Conferences: Presenting the product at specialized

events concerning agriculture, transportation, and energy.

5.4.3 Development of Marketing Activities

Marketing activities should be aimed at informing users about system
capabilities, attracting new clients, and increasing loyalty of existing ones. For this,
the following steps are proposed:

1. Advertising Campaigns: Conducting advertising campaigns in social
networks and search engines aimed at target audiences.

2. Blogs and Webinars: Conducting online webinars for farmers and



transportation companies, demonstrating system capabilities and its advantages.
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3. Free Trial Periods: Offering new users free access to the system during the

first month to familiarize themselves with its functionality.

4. User Loyalty: Introducing a bonus system for regular clients actively using

the system, and special discounts on advanced features.

Table 5.12 outlines marketing activities for product promotion.

Table 5.12 — Marketing Activities for Product Promotion

Activity

Description

Expected Result

Advertising Campaigns

Advertising in social

networks and Google

Attracting new users

Webinars and Blogs

Conducting educational

webinars

Increasing awareness about

the product

Free Access

Trial period for new clients

Increasing interest in the

product

Bonus Program

System of discounts and

bonuses

Increasing loyalty of

existing users

5.4.4 User Retention and Further Engagement

A key success factor is not only attracting new users but also retaining

existing ones. For this, it is necessary:

1. Constant System Updates Regular updates and improvements to

functionality, considering user feedback.

2. Technical Support: Providing users with 24/7 technical support for quickly

resolving possible problems.

3. Personalization: Adapting the system to individual user needs through

personal settings and recommendations.

Table 5.13 outlines user retention strategies.
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Table 5.13 — User Retention Strategies

Strategy Description Expected Effect

Regular improvements to o
System Updates _ ) Satisfying user needs
functionality

_ Increasing trust and
Technical Support 2417 support for users _ )
satisfaction

. . _ Increasing convenience
Personalization Individual system settings .
and adaptability

Thus, the developed market strategy includes a comprehensive approach to
product promotion, ensuring its competitiveness and user retention. Using
comprehensive marketing activities and constant product improvement will allow
our startup to occupy an important niche in the market of weather forecasting

solutions.

5.5 Development of the Startup Project's Marketing Program

Developing a marketing program is an important part of launching a startup to
market and its further development. The marketing program is aimed at attracting
the target audience, increasing brand awareness, increasing user numbers, and
forming loyalty. Our startup, focused on high-precision weather forecasting using
machine learning, requires a comprehensive marketing approach that considers the
specifics of each target segment.

5.5.1 Marketing Goals and Objectives

The main goals of the marketing program are:
e Attracting New Users: Achieving a high level of user attraction during the first year
of product launch to market.

e Increasing Brand Awareness: Creating a recognizable brand associated with



accurate weather forecasts and innovations. 12
Forming User Loyalty: Ensuring a high level of user satisfaction through constant

improvement of system functionality.

5.5.2 Main Marketing Tools

To achieve the set goals, the following tools will be used in the marketing
program:

1. Social Networks: Promotion through social networks such as Facebook,
Instagram, LinkedIn, to reach a broad audience and attract potential clients.

2. Content Marketing: Creating quality content including articles, blogs,
infographics, and video materials helping users understand the benefits of using our
product and its features.

3. SEO and Contextual Advertising: Optimizing the website for search
engines (SEO) and conducting contextual advertising to increase product visibility
among the target audience.

4. Partnerships with Companies: Developing partnership programs with
agricultural companies, transportation associations, and energy organizations to
increase market influence.

5. Email Marketing: Sending informational newsletters to potential and
existing clients, including announcements of new features, system updates, and
special offers.

Table 5.14 outlines marketing tools and their application.

Table 5.14 — Marketing Tools and Their Application

Tool Description Expected Result

_ Disseminating information,|  Attracting new users,
Social Networks o _ )
product advertising Increasing brand awareness
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_ Creating useful and Increasing trust in the
Content Marketing _ _ _
educational content product, informing users

Website optimization and _
o o Increasing product
SEO and Advertising advertising in search o _
visibility online
systems

_ _ Expanding market
) Collaboration with . )
Partnerships ) opportunities, attracting
companies
new users

_ _ Sending news and special | Maintaining interest in the
Email Marketing _ _
offers product, informing users

5.5.3 Marketing Program Implementation Plan

For successful implementation of the marketing program, a sequence of
actions and resource allocation must be ensured. Below are the main stages of
marketing program implementation:

Preparation of Marketing Materials: Developing visual materials, advertising
layouts, texts for social networks, and webinars. Timeline: 1 month.

Launch of Advertising Campaign in Social Networks: Conducting advertising
campaigns on Facebook and Instagram aimed at drawing attention to the product.
Timeline: 2-3 months.

Launch of SEO and Contextual Advertising: Optimizing the website and setting up
contextual advertising in Google Ads. Timeline: 2 months.

Conducting Partnership Meetings: Concluding partnership agreements with



agricultural companies and transportation operators. Timeline: 3-4 months. 4
e Email Marketing Distribution: Introducing regular informational newsletters, as well
as campaigns to attract new users. Timeline: continuously.

Table 5.15 outlines the plan for implementing marketing activities.

Table 5.15 — Plan for Implementing Marketing Activities

Indicator Description Measurement Method

Number of New Users Growth of the user base | Analysis of registrations

Brand knowledge among _ _
Brand Awareness _ Surveys and traffic analysis
the target audience

o Analysis of conversions
_ Transforming interested -
Conversion o from advertising
parties into users _
campaigns

Level of satisfaction and | Feedback, surveys, and
User Loyalty

repeat Vvisits behavior analytics

5.5.4 Pricing Strategy Development

Pricing strategy is an important element of the marketing program directly
influencing product attractiveness to end-users. Considering different segments of
the target audience, the startup proposes using a flexible pricing system including:

1. Basic Package: Free version with limited functionality, allowing users to
test basic system capabilities and receive basic forecasts.

2. Premium Package: Expanded functionality for farmers, transportation
companies, and other users needing more detailed forecasts and additional tools.

3. Corporate Package: Individual solutions for large companies with the
ability to adapt tools to specific business needs.

Table 5.17 outlines service packages and prices.

Table 5.17 — Service Packages and Prices



Service Package

Functionality

Monthly Price 79

Basic Package

Basic forecasts, limited

data visualization

Free

Premium Package

Extended forecasts,

interactive graphs, support

$19.99

Corporate Package

Individual solutions, API

access, technical support

Individual agreement

5.5.5. Customer Interaction Strategies

For successful startup implementation to market, effective communication

with clients and support at every stage of their interaction with the system is

important. The main elements of the interaction strategy are:

Initial Consultation: Providing information about system capabilities and helping

choose the most suitable service package.

User Support: 24/7 technical support for premium and corporate package users, as

well as access to a knowledge base for basic package users.

Feedback: Conducting regular user surveys to assess their satisfaction and collect

suggestions for system improvement.

Table 5.18 outlines customer interaction strategies.

Table 5.18 — Customer Interaction Strategies

Strategy

Description

Expected Result

Initial Consultation

Informing users about the

product

Attracting new clients
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User Support

24/7 support for premium

and corporate users

Increasing user loyalty

Feedback

Surveys and collecting

suggestions

Improving functionality

and satisfaction

5.5.6. Analysis of Competitive Environment

Analyzing the competitive environment allows for determining the startup's

for adapting forecasting to specific needs.

however, our startup has a number of differences:

setting up the system without requiring special knowledge.
Forecast Accuracy: Using ARIMA, SARIMA, SARIMAX models ensuring a high

level of forecasting accuracy compared to traditional methods.

Table 5.19 provides a comparative analysis of competitors.

Table 5.19 — Comparative Analysis of Competitors

place in the market and developing strategies to achieve competitive advantages.

The main competitors are large weather services already having a large user base;

Interactivity and Personalization: Users can configure model parameters, allowing

Ease of Use: Intuitive web interface created using Streamlit allows for quickly

Competitor

Company

Advantages

Disadvantages

Differences of Our

Startup

\Weather.com

Large audience,

accessibility

Lower accuracy of

local forecasts

Higher accuracy and
model adaptability
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) Lack of Interactive approach
International o o
AccuWeather personalization for | and customization
coverage N
users ability
Accuracy, Need for _ _
_ o _ Unique forecasting
Proposed Startup interactivity, computational
o models
personalization resources

5.5.7. Risk and Opportunity Assessment

Risk assessment is an important element of developing the marketing
program, as it allows for timely preparation for possible difficulties. The main risks
include:

Competition with Large Market Players: Risk that large companies may
develop similar solutions or improve their current services.

Need for Large Computational Resources: Using complex forecasting models
requires significant resources, which may influence system speed and accessibility
for users.

Dependence on Data Quality: Forecast accuracy depends on input data quality,
which may be problematic in case of incomplete or inaccurate data.

At the same time, the startup has a number of opportunities that may contribute to
its success:

Growing Demand for Accurate Forecasts: Climate changes increase the need for
high-precision forecasts for both businesses and private users.

Lack of Analogues with Interactive Functions: Most existing solutions do not allow
users to configure forecast parameters, which is an advantage of our product.

Table 5.20 provides an assessment of risks and opportunities.
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Table 5.20 — Assessment of Risks and Opportunities

o Counteraction or
Factor Description o
Utilization Strategy

N Competition with large | Focus on personalization
Competition
market players and accuracy

o Optimization of resource
) Need for significant o
Computational Resources _ usage, partnership with
computational power _
cloud services

_ Dependence on input data |Using various data sources,
Data Quality _ _ _
accuracy automatic quality checking

Active marketing
) Need for accurate forecasts _ _
Growing Demand _ campaign on climate
due to climate changes _
change topic

5.6. Conclusions for Chapter 5

This chapter has undertaken a rigorous and systematic analysis to formulate a
robust commercial foundation for the proposed weather forecasting system,
transitioning it from a validated academic prototype to a viable startup venture. The
investigation proceeded through a structured sequence of strategic assessments,
beginning with a granular analysis of the market landscape and concluding with the
development of actionable plans for market penetration and growth.

The initial phase involved a comprehensive market opportunity analysis,
which served to deconstruct the heterogeneous landscape of weather forecasting
consumers. Through detailed segmentation, distinct user archetypes were identified,
including agricultural enterprises, logistics operators, energy sector managers, and

informed private individuals, each with quantifiable needs rooted in risk mitigation,



operational optimization, and planning certainty. This analysis confirmed a cleaf9
market gap for a solution offering not merely data, but actionable, customized
insights derived from advanced analytics.

In response, a multi-faceted market strategy was architected. This strategy is
predicated on a phased approach to market entry, prioritizing early adopters in
sectors with the most acute sensitivity to forecast accuracy, such as precision
agriculture. The promotional framework integrates both inbound and outbound
methodologies, combining educational content marketing to build authority and
address sophisticated user queries with targeted outreach through industry-specific
channels. The developed marketing program operationalizes this strategy, detailing
tactical campaigns, key performance indicators for channel efficacy, and a content
calendar designed to narrate the startup's technological differentiation.

A value-based pricing strategy was formulated to align with the identified
segmentation and perceived product value. The proposed tiered subscription model,
encompassing a premium base package, a professional premium tier, and
customizable enterprise solutions, is designed to maximize market access while
capturing the full economic value delivered to commercial clients. This structure
facilitates low-friction user acquisition while establishing clear pathways for
revenue scaling.

A candid analysis of the competitive environment and a formal risk
assessment further solidified the strategic plan. The startup's core differentiators
were crystallized as: 1) the algorithmic sophistication of its machine learning engine
(ARIMA/SARIMA/SARIMAX), 2) the unique interactivity and personalization
afforded by its user interface, and 3) the operational agility enabled by its modern,
containerized technology stack. Concurrently, potential risks (including
computational resource demands, data dependency, and competitive response) were
identified, and proactive mitigation strategies, such as exploring cloud partnerships
and continuous model iteration, were delineated.

In synthesis, this chapter demonstrates that the startup's pathway to securing a
significant niche within the weather solutions market is not serendipitous but
strategically engineered. The confluence of a demonstrably superior technical

product (as validated in Chapters 3 and 4) with a meticulously crafted commercial



strategy creates a compelling and defensible business proposition. The integrate80
plan outlined herein provides a coherent blueprint for acquiring users, delivering
continuous value, and building sustainable loyalty, thereby establishing the
necessary conditions for the venture's successful development and long-term growth

in an increasingly data-driven economy.
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Occupational safety and health issues are considered for the design and

development phase of climate data analysis and visualization system.

Occupational safety is a system of legal, socio-economic, organizational and
technical, sanitary and hygienic and treatment and prevention measures and tools
aimed at preserving human life, health and ability to work. Working conditions at the
workplace, safety of technological processes, machines, mechanisms, equipment and
other means of production, condition of collective and individual protection means
used by the employee, as well as sanitary and living conditions must meet the
requirements of the law. An employee has the right to refuse the assigned work if a
work situation has arisen that is dangerous to his life or health or to the people around
him, or to the work environment or the environment. He must immediately notify his
immediate supervisor or employer. The existence of such a situation is confirmed, if
necessary, by labor protection specialists of the enterprise with the participation of a
representative of the trade union of which he is a member or a person authorized by
employees on labor protection (if the trade union was not established), as well as an
insurance expert [12]. The task of labor protection is to minimize injuries and
ilinesses of the employee while ensuring comfort with maximum productivity. The
main objectives of labor protection are the formation of specialists with the necessary
knowledge and practical skills on legal and organizational issues of labor protection,

industrial sanitation, safety, fire safety.

6.1. General characteristics of the room and workplace

The development of the analysis and visualization system is performed in a room
located on the fourth floor of an eight-storey building with general and local lighting.
The room has one-sided lighting, the windows are oriented to the east, the windows
have shutters. White ceiling with a reflection coefficient of 0.7, light brick walls with
a reflection coefficient of 0.5. There are 4 people working in the room, in accordance
with this we obtain input data for the analysis of potentially dangerous and harmful
production factors, which are given in table. 4.1.



Table 6.1 — Incoming data

Room parameters Value

Length x width x height 6.6 X6.1x2.7m
Area 40.26m?2
Volume 108,70 m3

Workplace number

Specifics of work

| workplace Front-end programmer (web application
client development specialist)

Il workplace Back-end programmer (specialist in the
development of the server part of web
applications and database design)

Il workplace Business analyst (also acts as a product
manager)

IV workplace Ul-UX web designer

Technical means (quantity)

Name and characteristics

Monitor (4 pcs.)

HP 22Xi/21.5 "/ 1920x1080px / IPS

Computer (4 pcs.)

HP ProBook 440 G6, 14 "IPS screen
(1920x1080) Full HD, Intel Core i7-
8565U (1.8 - 4.6 GHz) / RAM 16 GB /
SSD 256 GB

Floor cooler (1 piece)

CRYSTAL YLR3-5V208

Air conditioner (1 piece)

DEKKER DSH105R / G [/ 26m2 /
2,65kW-
2.9 KW [ 25x74.5x19.5cm /9 kg

General purpose luminaries (3 pcs.)

The lamp raster built-in 4x18W

Local lamps (4 pcs.)

Delux Decor TF-05/1 x 40W
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According to NPAOP 0.00-7.15-18, the area S ‘allocated for one workplace
with a personal computer must be at least 6 m2 and the volume - at least 20 m3.

There are 4 workplaces in the room, which fully meets the required standards.

We calculate the actual values of these indicators by dividing the volume of the



room and the total area by the number of employees.

meets the standards.

Table 6.2 — Workplace characteristics

83

Therefore, based on the results obtained in terms of area and volume, the room

Ne The name of the parameter Value
in fact Normative
1. Height of a working surface, mm 780 680 — 800
2. Width of a working surface, mm 1500 not less
than 600
3. Depth of a working surface, mm 750 not less
than 600
4, Height of space for legs, mm 750 not less
than 600
5. Width of space for legs, mm 800 not less
than 500
6. Depth of space for legs, mm 750 not less
than 450
7. Seat surface height, mm 480 400 - 500
8. Seat width, mm 500 not less
than 400
9. Seat depth, mm 500 not less
than 400
10. Height of a basic surface of a back, mm 550 not less
than 300
11. Width of a surface of a back, mm 470 Not less
than 380
12. Length of armrests, mm 300 not less
than 250
13. Width of armrests, mm 60 50-70
14, Distance from eyes to the screen, mm 650 600 — 700




It is possible to draw a conclusion that the sizes of a workplace of the

programmer correspond to the established norms, proceeding from the set parameters.

6.2 Analysis of potentially dangerous and harmful production factors in

the workplace

When creating a system of analysis and visualization, the work is performed
sitting without physical effort, so it belongs to the category of light Ia.

Premises for work must be equipped with heating, air conditioning or supply
and exhaust ventilation in accordance with DBN B.2.5-67: 2013. Normalized
parameters of the microclimate, ionic composition of air, content of harmful
substances meet the requirements of LTO 3.3.6.042-99, GN 2152-80, GOST
12.1.005-88, DSTU GOST 12.0.230: 2008 and DSTU GOST 12.4.041: 2006.
Ventilation is understood as a set of measures and means designed to ensure
meteorological conditions and cleanliness of the air environment that meet hygienic
and technical requirements at permanent places and service areas. The main task of
ventilation is to remove polluted, humid or heated air from the room and supply clean
fresh air.

The sources of noise in the room are the fan of the system unit, laptop and air
conditioner. The sound generated by the fan and air conditioner can be classified as
constant.

According to DBN B.2.5-28: 2018 the work belongs to the category of visual
works. The use of natural, artificial and mixed lighting is envisaged.

The computer is a single-phase consumer of electricity powered by 220V AC
from a network with grounded neutral. IBM PC refers to electrical installations up to
1000V closed version; all conductive parts are in the casings. According to the
method of protecting a person from electric shock, computers and peripherals must
meet 1 class of protection.

Technical methods of protection against electric shock is reduced to the use of
current of safe voltage, protection in case of accidental touching current-carrying
parts and against excessive currents, protection in case of voltage transfer to non-

current-carrying metal parts of the installation.



Safe voltage is obtained from the high voltage grid (110-120 V) by means of
step-down transformers.

Protection against contact with live parts of the installation is achieved by
means of insulation, fencing off the use of blocking safety devices and inaccessibility
of the location of the installations.

Switchboards are placed in closed metal casings-boxes.

Safety alarm is used in the form of posters and inscriptions. The best light
alarms are double, which in the presence of voltage lights a red light, and in its
absence - green.

Protection against excessive currents - short circuits and overload currents,
which can cause insulation to ignite, is provided by fuses and circuit breakers, and
protection against voltage transfer to live parts by means of protective earthing and
protective disconnection.

Fire prevention is achieved by eliminating the formation of sources of ignition
and combustible environment.

Fires of the following classes are possible in this room: A - combustion of

solids, E - combustion of live electrical installations.
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As a result of the conducted work, a comprehensive study of modern
approaches to weather forecasting was carried out, and an interactive forecasting
system based on machine learning technologies was implemented. This allowed for
ensuring a high level of forecast accuracy, which is critically important for many
spheres of activity such as agriculture, transportation, energy, and tourism.

The conducted analysis of existing solutions for weather forecasting showed
the limitations of traditional methods, particularly their insufficient accuracy and
complexity in processing large data volumes. Using modern machine learning
models such as ARIMA, SARIMA, and SARIMAX allowed for overcoming these
limitations and increasing forecast accuracy, particularly by accounting for seasonal
and nonlinear relationships between data.

Historical data on weather conditions were collected and analyzed, based on
which forecasting models were trained. This allowed for creating a reliable
foundation for building accurate forecasts considering dependencies between
various meteorological parameters. Using Python and its libraries such as Pandas,
NumPy, Matplotlib, Seaborn, as well as Streamlit for creating a web interface,
ensured system convenience and accessibility for users.

The developed system was supplemented with interactive elements such as
graphs, tables, and other visual means contributing to easy analysis of obtained
results. This makes the system useful for various user categories, from scientists and
specialists to ordinary users needing accurate weather forecasts for planning their
activities.

Conducted system testing showed its high accuracy and reliability. Several
indicators were used, such as the coefficient of determination (R?), to assess model
quality, allowing for selecting the most optimal approaches for further use. Testing
results confirmed the system's ability for high-precision forecasting, as well as its
ability to adapt to different conditions.

Based on the developed system, a startup project was proposed with

significant potential for commercial success. A market strategy and marketing



program were developed aimed at attracting various user categories and ensuring’/
their loyalty. Using modern marketing tools such as social networks, content
marketing, partnerships with companies, allows for effectively presenting the
product to the market and occupying its niche.

The final stage of work was system testing and its implementation into
practical use. The system demonstrated high forecasting quality and ease of use,
confirming its effectiveness and expediency for further development. Prospects for
further system improvement include integrating new data sources such as satellite
imagery and applying more complex machine learning models, allowing for even
greater increase in forecasting accuracy.

Thus, the results of the performed work confirm the effectiveness of using
modern machine learning technologies for weather forecasting and demonstrate the
significant potential of the developed system for commercial use and further
development. The system is a convenient tool for obtaining accurate forecasts that

can be used in various sectors for making informed decisions.
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MOJIEJIIOBAHHSA TA AHAJII3 BE3IAPO.JIBHOI
ABTEHTH®IKALII 3 BHKOPHCTAHHAM METO/IIB
MAUINHHHOI'O HABYAHHA JUIA ITPOI'HO3YBAHHA

TA BUSABJIEHHSA AHOMAUIII ¥ IIOBEJIIHILI
KOPHCTYBAUYIB

INoaorenko Oaekcanap Cepriiiogny
KAHAHIAT TEXHIMHHX HAYK, JOUCHT
TeproninbckkHi HAMOHATLHHA TEXHIMHHA yHIBepeHTeT iMeHl [Bana [Tymos

Axinemi Bikrop Oayeacei
3100YBaY APYroro (MaricTepcLKOno) piEHA BHIOT oCBITH, 6 Kypc
TepHonIECHEHN HAMOHATLRHA TEXHIYHARA yHIBepcHTeT IMeHl IBana [Tymon

Kacouro Banepi beanra
3a00yBaY ApYroro (MaricTepcLKOno) piBHA BHINOT ocBITH, 6 Kype
TeproninbckkHi HAMOHATLHHA TEXHIMHHA yHIBepeHTeT iMeHl [Bana [Tymos

[Mapom TpagmmiiHe cNYTYIOTE OCHOBHHM 3aco0oM apTeHTH(IKALIL, NpoTe BOHH
CTANH «CcNadKo NaHKOI» KiDepbesnekn. 3a nanumu 38ITY Venzon, no 81% eunankis
IMaMIB NOB'933aHI 3 BHEOpHCTAHHAM cnabemx abo euxkpagennx napome [1]. Le
CTHMYIIIOE mepexia Ao Oe3naponkHOl aBTeHTH(MKAWil, AKa YCYBAE IANCKHICTE BIA
CTATHYHHMX CEKPETIE (MaponiB) Ta MIHIMIIYE PHIHKHM, MOB' #3aH] 3 THOJACHKHM
thakTopom. besnaponexi mertoan (DlomeTpHuHI gaHl, KpHnTorpadauml Kol
OJHOPA30E] KOOH TOIIO) NPONOHYIOTE NIBHINEHY OeiNeKky 1 3IpyuHICTE I8
KOPHCTYBAYIE, YCYBAIOYH HeoOXIIHICTE CHIUIEHHX CEKPETIB NPH BXOAl B cHeTeMmy [2].
Oanak BNpOBAECHES TAKHX METO/IIB ¥ MaciuTadl opradizanll CTROPHE HOBI BHEJTHEH

HANPHKNA], AK BICBHHTHCE, 10 aETeHTHgIKOBARN Ge3 napons KOpHCTYBaY AlilcHo
€ THM, 33 KOro cede BHIA€, NPOTANOM YCBOTO ceaHcy. TyT Ha JONOMOTY NPHXOIATE
METOH IITYHMHOTD IHTENEKTY Ta MAIIHHHON HABYaHHA. 3acTOCYBaHHA AHOMATIHHOTO
MOHITOPHHTY NOBEIIHKH KOPHCTYBavlB A€ 3MOTY MOCTIHO BamyBaTH ocoly
KOPHCTYBa4a [MICAS NOYaTKOBOI aBTeHTHQIKAUIl, rapanTyrouH, Do J0CTYN
MATPHMYETRCH JTHIIE U8 TerTHMHOMO kKoprcTyBada [3]. Taxmw unsoM, moeaHanHg
Geanaponkerol aBTeHTHgIKALIT 3 ANMTOPHTMAMH MAlIHHHOTO HABYAHHA /18 BHABICHHA
AHOMAMI 3JaTHE CYTTERD MIABHIIHTH PIECHE DEINEKH CHCTEM aBTEHTH(MKAIIT.

beinapontna agTenTHdikanin: Konuenuil Ta cTanIApTH

besnaponkna apTeHTHGIKALIA — 1e NLAXLI, 33 SKOr0 KOPHCTYBa4 OTPHMYE JOCTYI
A0 cHCTeMH De3 BBeJeHHA 3BHYHOrO mapons. HaTomicTe BHKOPHCTOBYIOTECH IHILIL
thakTopn asTenTHdgikanil, Hanpuknag OloMeTpis (BIAOHTOK NANBLA, POSMNIIHABAHHA
obnHuuR), amapartHl TokeHH abo ogmopazoBl kogu. OgHeM 13 HAADUIRIN BLIOMHX
cyuacHux cranaaptie € FIDO2 (Fast Identity Online 2), pospobnennit aneancom FIDO

L
]
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cmakio 3 Koncopuiymom W3O, Cranpapr FIDOZ2 basyerwca ma kpunmorpadui 3
BIAKPHTHM KIHUEM: M 4ac peccTpaull reHepyeThCH mapa KIodiB | MpHBaTHHH
30EpITacTECH Ha NPHCTPO] KOPHCTYBAYa, My I YHHi — Ha cepBepl), | HAJAM I8 BXOLY
CEpBEp HAJICHNAE BHNAJIKOBHI «BHEIHK», SKHI DIMHCYETRCA NPHBATHHM KIIIOUEM Ha
npHcTpol kKopreTyeada [4]. 3amicTe napons KOPHCTYEAY MIATBEPIEYE CROK OCoOy
THM CaMHM cnocobomM, o i po3bnokoBye CBII NPHCTPIA — HANPHENAZ, BLIOHTEOM
nankiig, ckanoM obnnyys abo PIN-kogom [4]. Taknit maxia yoysae pHsHER lHETY,
MOBTOPHOIO BHKOPHCTAHHA Td NEPEXOIUICHHA MapOIiE, OCKUILKH #OJHI CCKpPETH HE
NepetaloTLCA 1 He 30epiraloThca Ha cepeepl [5]. B pesymwtan Gesnaponsna
aBTeHTHpIEANIA 3a0e3NeTye BHIIHA PIBCHL 3AXHCTY ODIIKOBHX 3AMHCIE 1 NOKpallye
KOPHCTYBAUBKHH 10CELT (HeMmae noTpedH 3anamM STOBYBATH 9H PEryIAPHO IMIHIOBATH
napo).

[Monpn nepesarn, Ge3naponsHa ABTEHTH(HKAILA HE YCYBAE BCIX MOMITHEHX 3arpos.
JanumacTeCH PHIMK CROMOPOMETYBATH caMl NPHCTpol abo TOKEHH KOPHCTYBaYIB,
BHKpacTH ix abo obliiTH GlomeTpio. Tako® 3MOBMHCHHE MOKE CIPO0YBATH OTPHMATH
AOCTYN, HABITE AKII0 ABTCHTHIKANIA NpoiicHa (HANPHENA], BHEOPHCTOBYHOUH
ABTOMAaTHIOBAHI cecil abo aTaKyloul B#e JANOTIHEHHX KopucTyBaduie). ToMy BHHHKaE
noTpeta vy A0JAaTKOBOMY PIBHI MOHITOPHHTY Wicnd asTeHTHgiKamil — 3I0Kpema,
NIIAXOM AHAMIY NOBCIIHKOBHX (pakTopie kopucTysawa. Came TyT OopedHHM €
3ACTOCYBAHHA METOIE MAIHHHOTO HABYAHHA [UTA BHABICHHA aHOMAMil ¥ NoBeaIHII
B PEAHMI PEalLHOTO Yacy.

Mamnnne HABYAHHE 118 BHABICHHA AHOMATI NOBeliHKH KOpHCTYBaYiB

AHOMAMA NMOBCIIHKHN — LI¢ BAXHICHHA ¥ JI8X KOPHCTYEaYa BIJ NPHTAMAHHOTO
oMy 3IBHUHOTO nartepHy. CHCTEMH BHABICHHA AHOMAIIH Ha OCHOBl MAIIHHHOMO
HAEYAHHA HABYAITECA POIYMITH, IO € «HOPMAILHOIOY NOBEIIHKOK U4 KOHKPETHOTO
KOPHCTYBa4a abo rpynH KOpHCTYBAYIE, 1 CHIHAMIZYIOTE NPH BHARIEHHI CYTTEBOTO
BUIXHIeHHS B miel nopyu. Taknil maxin sanexuTe go konuenuii UEBA (User and
Entity Behavior Analytics) — anamTHER NoBeJIHEH KOPHCTYBAYIE Ta CYTHOCTEH, AKa
MOEIHYE CTATHCTHYHI MeToan | anroputvs ML ana dikcami netunosux miii.

JlnA BHARICHHA AHOMATH BHEOPHCTOBYIOTE PI3HI MIIX0IH MAIIHHHOID HABYAHHA
IAICHKHO Bl HANBHOCT] JdHHX Ta THINOBHX cleHapiiB atak. KopoTko posrmanemo
OCHOBHI METOIH Ta ANTOPHTMH:

* Harnagoee wuasuanns (supervised): MoJZens TPEHYETRCH Ha  3asJaneriib
POIMINEHHX JaHHX, ¢ BIA0MO, SK1 111 6YIH HOPMATEHHMH, 3 Kl — JIOBMHCHHMH.

* Besparnagose masuanHsA (unsupervised): anropHTMH CAMOCTIHHO BHARISHOTE
CTPYKTYPY B AaHHX, IPYIYIOUH CXO#] CCAHCH Ta BHPIZHAIOMH T, 110 HE HANEHKATE A0
WOAHO] TPYTIH.

* Hampenarnanose HABYaHHA: KOMOIHYE B3 NIAXOAH — MOJENE EYHTHCH
NEPERAMHO HA HOPMANEHHX (HEMIMEHNX) JaHHX, MaldH JTHIOIE HEBEIHKY KUIBKICTE
BIIOMHX aHOMANBHHX NPHETATIE.

* I'muboke HapuaHHA: HeHpOHHI Mepexl, 3okpeMa pexypenthi (RNN, LSTM),
BHEOPHCTOBYIOTECH 78 aHAMIZY NOCHIOBHOCTEN I KOPHCTYBaYa ¥ 9acl.

KonkperHl anmropHTMH, WO 3ApeKoMeHIyBamH cebe AN 3agad  BHABICHHA
AHOMANIH ¥ KOPHCTYBALBKIH aKTHEHOCTI, BEMouaoTh Isolation Forest, One-Class
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SVM, Autoencoder (asToerkoaepH) Ta MeToIH KaacTepisami Ha knmant DBSCAN 1
k-means.

[ToreaIHKOBI XapaKTEPHCTHKH, IO AHATIZYOTECH, 3ANCHKATE B AOCTYTTHHAX JaHHX
cHcTeMH aBTeHTHgikauwii. 3asBH4all BPAXOBYIOTECH Takl (akTopH, AK: reorpadiune
pOITAIYBAHHA BXOAY, Yac Jo0H Ta AeHb THHKHA AKTHBHOCTI, YaCTOTA TA TPHEAMCTE
CEaHCIB, THIT 1 CTAH NPHCTPO, 3 SKOMD 3AIHCHEHO BX1A, Nepenik A1i abo pecypcis, 1o
AKHX IBEPTAETHCH KOPHCTYBAY, IIBHIKICTE 1 PHTM BEeIcHHA Jaunx Tomo. Ha ocnosi
UK JaHix OyIyeThCA Npodins HopMansHol noseminEn. K 330a4ai0Th JOCTIIHHKH,
edeKTHEHHM € MIX11 noby 08H “BIADHTEY cecll” (session fingerprint) — arperopanoro
npodino, M0 XapakTepH3ye NOBSIIHEY KOPHCTYBAa4a NMPOTAroM ceancy abo cepil
ceancie. Hagami amomami BH3HAYAIOTECA AK BUIXHICHHA BiAd ULOTO NPodimo:
HANPHETAI, SKI0 KOPHCTYEAY 3a3BHYEH Npaiioc ¥ odhic 3 KOPNOpaTHEHOIO HOYTOYKA
BACHE, TO cropoba JOCTymy BHOY 3 IHIIOT KpainH 3 He3IHAROMOro npHoTpon Dyme
spauymon  adoManies. Cwuerema UEBA, Boposagsena mHa  pIBHI  COy®OH
iAeHTHpIKall, MO#E aHATIIVBATH Takl “BIADHTEH" ¥ pealkHOMY 4acl Ta HaICHIaTH
TPHEOHHI CIOBIICHHA NPH BHABICHH] HETHIOBOT NOBSIIHER.

MogenwBanus iINTErPOBAHOT CHCTEMH ABTeHTHpiKanii

Ha ocHOBI po3rnaHyTHX TEXHOMOTTH MOMKHA 3ANpPONOHYBATH TEOPETHYHY MOASTE
IHTEIPOBAHO] CHCTEMH, M0 NOEAHYVE OEINapoILHY ABTEHTHRIKALID Ta AHOMATIHHY
anamTHEy nosediakd. La cnetema npamosatiMe ¥ KIJILKA €TAMIE:

l. llowaTkopa  apTenTHiMkama Oex  naponda.  KopHCTYBaY — NpoXogHTE
ABTEHTHHIKALIO 34 AONOMOro BHOpanoro Ge3NapoisEHOTO MEXAHIIMY — HATTPHENA,
BHKOpHCTOBYIOUH anaparanil kmiow FIDO2 abo Glomerpuunmi daxtop wepes
npotokon WebAuthn, Ha usomy etam nepeBipaeTbCd KpHNTOrpadiuHMil manHc
BHEJIHKY, 110 TapaHTye CNpPaB&HICTE (akTopy (knioua abo GiomeTpil) KopHcTyBaua
[4]. Axmeo nepesipka npoigeHa, KOPHCTYBAY OTPHMYE JOCTYI [0 CHCTEMH
(MOYHHAETHCA CEC1H).

2. Momimoprir noBedlHKH Ta 301p gapex. [licns exogy cHctema nounHae 301p
TENeMeTpil npo Al KOpHCTYEa4a v cecil. I0HpaTeCH Takl AaHi, AK Yac Ta TPHEAMICTE
axTusHocTl, [P-agpeca Ta reonokanin, indopManis npo NpUCTPii Ta Dpay3ep, cNHCOK
pecypeie abo QyHKNIH, A0 SKHX 3IBEPTAETLCA KOPHCTYEAY, Ta IHIN NOBEJIHKOBI
XApPAKTEPHCTHEH  (Hanpwknaj,  JWHamika  BecgenaAa gamnx). I gam
BHKOPHCTOBYIOTLCH 118 opMYBaHHA NOBEAIHKOBOTO NPOLIH Ceancy.

3. Amanis Ta NPOTHOSYBAHHA AHOMANE (Mammane Hasuanas). 3i0pam gaHi
HAAXOJATE 20 MOIyIa anam3y, ae ML-mozent ominoe, HACKLTEKH NOTOYHA MOBCTIHKS
BLANMOBLAAE HOPMANLHIA 118 HLOTO KOPHCTYBa4a (abo ana nomidHHX KOpPHCTYBaviE).
Mopen: mome OYTH, CKa®IMO, HEHPOHHONW Mepewel abo ancaMmbneMm anropHTMIE
(Isolation Forest + kmacTepmsamis), HaTPEHOBaHHX Ha NONEpelHix ceciax. B
peansHOMY Hacl ODYHCIIOETECA MCTPHEKA «pHIMKY» abo aHOMANRHOCTI cecll.
AHOMAMSA OPOrHOIVETLCHA, AKIIO0 METPHEA BHXOAHTL 3a MOPIT: LE O3HAYAE, W0
MOTOYHA NOBEAIHKA CTATHCTHYHO MAMOHMOBIPHA 1 MOME BKaiyBaTH Ha 3arposy
(EMEpageHI TOKCH, A1 JM0BMHCHHEA TOWIO ).

4. Peaxmia Ta NpHAHATTE puneHb. HAKINO BHABNCHO AHOMANLHY MOBEIIHKY,
CHCTEMA B PEAHMI PEalEHOTO Yacy BHKOHYE Hanepes BnsHaveHl il Mosnnsl peakuii:

34
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3ANHT MOBTOPHOI aBTeHTHgIKAM, o0MEKeHHA JOCTYNY A0 OKPEMHX YYTIHBHX
pecypcig, NOBHE 3aBCPUICHHA CEAHCY Ta CHOBIMEHHA caysOn Oeznekn. B pas
HEIHAYHHX BIIXHICHE MOMKE 3ACTOCOBYBATHCA step-up authentication — kopHcTyBawy
HAJCHIAETLCH 3AMHT MATBEPINTH ocoDy J10JaTKOBO, TOMl HKE OPH KPHTHYHHX
AHOMAMIAX ceclio Herailno OnokyioTs. [lapanensso IHUMAEHT MOTYIOTHCH 404
MoJANLINOro aHam3y. Ko & noBeJiHKA B MEKaX HOPMH, KOPHCTYBAY NPOTOBKYE
poboTy Ge3 nepelko, 1 CHCTEMA HEBIHHHO HABYATRCA — OHOBMIOE Npodilh HOBHMH
JaHHMH, MATAIITOBYIOMH MOJETE M eBOTIONII NOBEIIHKH.

Takuit miaxia peanisye KoHmeniuio «Zero Trusty — HIKOIH HE JOBIPATH NOBHICTIO,
HARITE MICTAA  VeOIOHOTO Bxogy. beinepepera aBTeHTHpIKamis Ha OCHOBL
MOBEAIHKOBHX O3HAK AO3BOMAE JOBHTH aTaKYIOUHX B BCCPCIMHI CHCTEMH, KOUIH
BOHH IMITYIOTE JIEMNTHMHHX KOPHCTYBA4IE.

Bamnueo 3a3HauUMTH, MO TPH MOJENHOBAHHI Takol CHCTEMH G BpPaXyBaTH
Dananc MK TYTAHEICTI0 BHABICHHA Ta KUILKICTIO XHDHMX cnpamosans. Hagro cysopa
MOJIENE MOME NOIHAYaTH aHOMANID TaMm, dc 1l HACHpaBal HeMae (HampHEmam,
BIAPATACHHA KOPHCTYBaYa B IHIIY Kpainy), 0 NpH3BEOe A0 3aidBHX ONOKYBaHL 1
ckapr. HatomicTs HaaTO TONEpaHTHa MOENE MOME NPONYCTHTH peankHy ataxy. [na
BHPIICHHA 1I€] npobieMH BHKOPHCTOBYIOTE Kinkka migxomig. [lo-nmepume, monem
PETYISPHO NEPEHABMAIOTE HA AKTYANBHHX JaHHX, 0D BOHH BPAXOBYBAIH 3IMIHH ¥
NoBEAIHLI KOPHCTYBAYIB 1 HoBl THOH atak. [lo-apyre, BnpoBam#yioTs DaraTopiBHEEHIA
AHAMIY ABTOMATHUYHHH ANTOPHTM BHABIAE CHPl aHOMAnll, ane OCTATOMHE PIICHHA
NpHIMAETECA 3 YPaXyBaHHAM J0JATKOBOTO KOHTEKCTY ab0o cKcnepTHol OLIHKH.
Jokpema, ¥ HOBITHIX HAYVKOBHX MIIXOJAX NPONOHYETLCA MICHS aBTOMaTHYHOID
knacwpikaropa (manpuknan, Isolation Forest + DBSCAN ama  rpynysanHs
AHOMANLHHX Ceclil) 3acTOCOBYBATH AHAMIY CHOSMATICTa 3 DE3INeKH: ©KCHepT
NEpernagac KIACTCPH30OBAHI AHOMANBHI cecli 1 JonoMarac BIAPISHHTH CIpaBIi
HeOeineuHl IHUMICHTH Bl NOMHIKOBHX CHpPalioBaHb. Taka KOMOIHOBAHA MHOIHHO-
MaLIHHHA MOJEIhb J03BOMAE JOCATTH BHCOKOT TOMHOCTL

Bucnoskn

[Mepexin ao GesnapoikHOl ABTEHTH(RIKAULT € CYMACHOK BIINMOBLII Ha NPoOIeMH,
NoB'A3aHl 31 cIa0KHMH NaponsaMi 1 moIckkuM fakTopos y Gesnenl. CranaapTd Ha
kurrant FIDO2 neMoRcTpyOTE, 10 MOKHA 3a0€3NEMHTH IPYYHAI Ta HAZIHHIE BXIT
KOPHCTYBAYIE De3 BHKOPHCTAHHA Napos, mo3DaBHEIIH 3T0BMHCHHKIE YIIH00IeH0 1L
— KpajiKkH abo BIAragyBaHia cexpeTiol gpasn. ¥ TIM, BNpoBagHeHHA De3naponsHUX
pllieHEs MOTpedye JOMOBHEHHA MEXAHIIMAMH IHTEICKTYATLHOIO AHAMISY MOBCTIHKH.
MeToan MalIHHAOTO HABYAHHA, IHTETPOBAHI B CHCTEMY aBTCHTH(IKALI, JOIBOIAIOTE
NPOTHOSYBATH Ta BHABAATH aHOManli Ha OCHOBI TNOBEJIHKOBHX NATEpHIB
koprcTyRauie. Lle cyTTemo mACHMIOE 3aXWCT: HABITH AKNIO INMOBMHCHHK oDlime
NoYaTKOBY aBTeHTRdikanio (abo OTPHMAaE JOCTYOD OO0 TOKEHA), HOro HETHNOBA
JANEHICTE DyIe NoMIYEHa | 3YNHHEHA.

Pospobnena TeopeTHuMHA MOAENL AEMOHCTPYE, AK MOMKHA NOEIHATH NEPeBarH
Ge3naponsHHX TEXHOMOTH (BIICYTHICTE NAaponis, (MIIHAMOCTIAKICTE) 3 NOTYAHICTIO
Al-cucrem ana GeznepepBHOrO MOHITOPHHTY. Mammipne HABYAHHA ABTOMATHYHO
Gyaye npodini nopmansrol MOBETIHKH | OHOBITIOE X 31 IPOCTAHHAM ODCHTIE JaHHX,
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THM CAMHM AJanTyioduH Oe3NeKoBl NOMITHEH 10 KOEHOTO KOpHeTyBawa. Taka
AJaNTHENA CHCTEMA 30aTHA BHAEHTH HABITE T1 3arposH, 0 PaHIlIE HE 3YCTPIYATHCE,
3a0e3neuyoul NPOAKTHEHHE 33aXHCT (NPOrHO3YBAHHA IHUIHACHTIE [0 IXHBOTO
PO3BHTEY ).
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