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УДК * 004.8

Анотація * 
Кваліфікаційна робота спрямована на створення архітектури трансформера для класифікації багатовимірних часових рядів, яка дає змогу враховувати взаємозв'язки між усіма вимірами, а також і вздовж кожного виміру часового ряду. Архітектура дозволить виявляти закономірності багатовимірних часових рядів та покращити результати класифікації для різних завдань.
У першій частині наведено особливості проведення аналізу часових рядів із використанням методів машинного навчання та трансформерів для їх класифікації. Описані основні підходи до вирішення задачі класифікації багатовимірних часових рядів. Також у цій частині виявляються основні недоліки існуючих методів.
У другій частині наведена архітектура розроблюваної моделі. Докладно описано дані з тестового набору для оцінки розробленої моделі.
У третій частині виявляються основні характеристики використовуваних даних, описується розроблений інструмент автоматичного підбору гіперпараметрів моделі. Докладно розкриваються кроки тестування та його результати. Розділ закінчується виявленням впливу особливостей розробленої архітектури на результати тестування.

Annotation * 
Thesis is aimed at creating a transformer architecture for classifying multidimensional time series, which allows taking into account the relationships between all dimensions, as well as along each dimension of the time series. The architecture will allow identifying patterns in multidimensional time series and improving classification results for various tasks.
The first part presents the features of time series analysis using machine learning methods and transformers for their classification. The main approaches to solving the problem of classifying multidimensional time series are described. This part also reveals the main shortcomings of existing methods.
The second part presents the architecture of the developed model. The data from the test set for evaluating the developed model is described in detail.
The third part reveals the main characteristics of the data used, describes the developed tool for automatic selection of model hyperparameters. The testing steps and its results are disclosed in detail. The section ends with identifying the influence of the features of the developed architecture on the testing results.
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