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AHOTAIISA

BusiBienHst (himmHroBUX MoBijioMIIeHb 3a gonomoroo LLM// OP «Marictp» //
Buxosanenp JImutpo Bonogumuposud // TepHOMIIbCHKUI HaIlIOHATBHUN TEXHIYHHMA
yHiBepcuteT iMeHi [Bana [lynros, ¢pakynbreT KoM I0TepHO-1HPOPMAIIITHIX CUCTEM 1
IporpaMHoi 1HxkeHepii, kapeapa kidepoesneku, rpyna Cbm-61 // Tepuonins, 2025 //

C. 103, puc. — 12, Tabn. — 6, kpecia. — , gomgaT. — 5.

KirouoBi cioBa: (immHr, BUSABICHHS (IIIMHTOBUX MOBIIOMJICHb, BEJIMKI MOBHI
Mozeni, LLM, mamuuHe HaBuaHHs, 00poOka npupoanoi mosu, GPT, LLaMA, FLAN-
TS.

VY wMaricrepchkiii KBamiikauiiHiii poOOTI AOCHIIKEHO Ta OOIPYHTOBAHO
JOIIIBHICTh 3aCTOCYBAHHS BEJIMKHX MOBHUX MOJIENEH JJIsi BUSABJICHHS (DIITMHTOBUX
MOBIJIOMJICHb B YMOBaX €BOJIIOIIIMHOIO YCKJIQJIHEHHS COILIIOTEXHIYHMX aTak.
3ampoIOHOBAHO E€KCIIEPUMEHTAIBHY METOJIMKY aHami3y (IIIMHTOBOrO KOHTEHTY Ha
OCHOBI Io€eTHaHHS nstruction-based, few-shot ta fine-tuning mingxomaiB, BAKOPUCTAHHS
SIKO1 JO3BOJIUJIO TMIJABUIIUTH TOYHICTh BUSIBJICHHS (DIIIMHTOBUX TMOBIJOMIICHB
MOPIBHSHO 3 KJIACHYHUMH JITOPUTMAaMU MAIIIMHHOTO HABYaHHS.

Y nepmiomy po3aiuti poOOTH PO3IMISIHYTO €BOJIOII0 Ta OCHOBHI (opMmu
(bIMIMHrOBUX aTaK, a TAKOX y3araJlbHEHO TPAJUIIHI i 1HTeIeKTYyaJIbHI IMAX0IU 0 1X
BUSBJICHHS 3 aKIIEHTOM Ha oOMexeHHd rule-based 1 Ki1acMYHUX METOIB MAIIHHHOTO
HaBYaHHS B YymoBax zero-day ¢immHry. Y apyromy pos3auii  AOCIIIKEHO
KOHIIETITyaJIbHI 3acaJii BEJIMKUX MOBHUX MOjenel, apxitektypy Transformer ta
MeXaHi3M attention, a Tako)X OOIPYHTOBAHO AOILUIBHICTh BUKOpucTaHHs LLM mis
3aja4i (PIIMHT-IETEKI1i Ha OCHOBI MOPIBHSILHOTO aHATI3Y 3 KJIACUYHUMH IT1]IX0/1aMHU.
VY TpeTboMy po31IiJii peani3oBaHO eKCTIEPUMEHTANbHE JOCIHKEHHS 3 BUKOPUCTAHHSIM
mogeneit GPT, LLaMA ta FLAN-TS 1 knacuuanx ML-anroputmis.

OTpuMaHi pe3yJabTaTH 3acBIAYYIOTh MNPAKTUYHY AOLIIBHICTH 3aCTOCYBAHHS
BEJIMKUX MOBHHMX MOJENEed Yy CydacHHUX cHucTeMax KidepOe3neku isi MpOTHIIi

(IIIMHTOBUM aTakaM y pi13HUX 1HPOPMaLIMHUX CEPEOBUIIAX.



ABSTRACT

Detection of phishing messages using LLMs // Thesis of educational level
"Master"// Dmytro Vykhovanets // Ternopil Ivan Puluj National Technical University,
Faculty of Computer Information Systems and Software Engineering, Department of
Cybersecurity, group Cbm-61 // Ternopil, 2025 // p. 103, figs. 12, tbls. 6, drws.
apps. S.

Keywords: phishing, phishing email detection, large language models, LLM,
machine learning, natural language processing, GPT, LLaMA, FLAN-TS.

In this master’s qualification thesis, the feasibility and effectiveness of applying
large language models for phishing email detection under conditions of the evolving
complexity of social engineering attacks are investigated and substantiated. An
experimental methodology for phishing content analysis is proposed, based on a
combination of instruction-based, few-shot, and fine-tuning approaches, which enabled
an improvement in phishing detection accuracy compared to classical machine learning
algorithms.

The first chapter examines the evolution and main types of phishing attacks and
summarizes traditional and intelligent detection approaches, with a focus on the
limitations of rule-based and classical machine learning methods in zero-day phishing
scenarios. The second chapter explores the conceptual foundations of large language
models, the Transformer architecture, and the attention mechanism, and justifies the
use of LLMs for phishing detection based on a comparative analysis with classical
approaches. The third chapter presents an experimental study using GPT, LLaMA, and
FLAN-TS models alongside classical machine learning algorithms.

The obtained results demonstrate the practical relevance of applying large
language models in modern cybersecurity systems to counter phishing attacks across

various information environments.
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BCTYII

AKTYyaJIbHICTh TeMHU. Y Cy4yaCHHX YMOBaxX CTpiMKO1 nudposizallii Ta rao6anbHOT
JJKUTAII3aii KOMyHIKaIid (IIIMHTOBI aTaKW 3aJIMIIAIOTHCS OJHIEI0 3 HAWOLIBII
MOIMMpPEHnX 1 HeOe3neunux ¢opmM Kibepzarpo3. MacoBe BUKOPUCTAHHS €IEKTPOHHOT
MOIITH, XMapHUX CEpBICIB, OHJAWH-OAHKIHTY Ta KOPIOPAaTHBHHUX i1H(OpMAIITHUX
CHUCTEM CTBOPIOE CHPUSTIMBI YMOBH IS peajizaiii COIIOTEXHIYHUX aTak,
CIpSIMOBAaHUX Ha BUKpaJeHHA OOJIKOBMX JaHWX, (IHAHCOBUX pECypCiB Ta
KoH(D11eH1iHOI iHpopMartii. OcobIMBOI akTyanbHOCTI Ipobiema (ilmuHry Ha0yBae B
YMOBaX €BOJIIOMIMHOTO YCKJIQJHCHHS aTak, M0 XapaKTepU3y€e€ThCS BUCOKHM PiBHEM
nepcoHamizaiii, BHUKOPUCTAHHAM 0araTOBEKTOPHUX CIIEHapiiB Ta aKTUBHUM
3aTy4eHHSIM TEXHOJIOT1H MTYYHOTO THTEIEKTY.

3a JaHUMU MDKHApOAHUX aHATITUYHHUX 3BITIB y cdepl KidepOe3neku, (QpiuHr
3QJIMIIAETHCS OCHOBHUM BEKTOPOM IOYATKOBOI KoMmpoMmeTalii i1HdopMaliitHux
CHUCTEM, a KUIBKICTh (DIIIMHTOBUX KaMIIaHI# JEMOHCTPYE CTIMKY TEHJICHIIIO [0
3poctanHs. CydacHl (DIIIMHTOBI MOBIAOMJICHHS JAeAail pijllie MICTATh OYEBUIHI
JeKcu4YHI ab0 TEeXHIYHI MapKepu IMIaxpaicTBa, IO CYTTEBO 3HUKYE €PEKTUBHICTDH
Tpaauiiiaux rule-based ta kimacuyHux machine learning migxoaiB A0 X BUSBJICHHS.
Oco06muBO CKIAQAHUMH ISl JIeTeKIlll € zero-day (immHroBi aTaku, sSiki HaBMHCHO
YHUKAIOTh BIJOMHUX IIA0JIOHIB 1 CUTHATYP.

VY 3B’S3Ky 3 UM aKTyaJlbHUM HAyKOBO-TIPAKTHYHHUM 3aBIAaHHSAM € TOIIYK i
JOCIIKEHHS HOBHMX  IHTEJNIEKTYaJbHUX [MIAXOMIB JO0 aHam3y (IIMIMHTOBUX
noBigOMJIEHb. [lepCreKTUBHUM HampsiMOM Yy LI cdepi € 3acTOCyBaHHS BEJIUKHUX
MoBHUX Mmoaeneir (LLM), 3maTHUX 3I1MCHIOBATH TJIMOOKUM KOHTEKCTHHH,
CEMaHTUYHUN 1 TparMaTUYHUN aHami3 Tekcty. Bukopucranns LLM BigkpuBae
MOXKJIMBOCTI I BUSIBJICHHS TMPUXOBAHUX COLIOTEXHIYHUX MAaHIMYJIALIN, aHalizy
HaMipy TOBIIOMJIEHHS Ta €(PEKTUBHOI MPOTUIIi (PIIIMHTY B YMOBax HOT0 MOCTIMHOI
€BOJTIOLII].

AKTyanpHICTb TeMH KBami(iKamifHOT poOOTH 3yMOBJIEHa HEOOXIJIHICTIO
MIIBUIICHHS ©()EKTUBHOCTI BHSBIICHHS (INIMHIOBUX IOBIAOMIICHb, 3MEHIICHHS

3QJIEKHOCTI CUCTEM 3aXMCTY BIJ 3a3/1aJieri[b BU3HAYCHUX O3HAK 1 TIPaBUJI, a TaKOXK
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OOTpYHTYBAaHHSI JOLIBHOCTI BUKOPUCTAHHS BEJIMKUX MOBHHX MoOJENeH sK
IHTEJIEKTYaIbHOTO THCTPYMEHTY CyYaCHUX CHUCTEM KiOepOe3eKu.

Metor kBajigikaniiiHoi po0OTH € JOCHIIKEHHS Ta OIIHKAa MOTEHI[aIy
BEJIMKUX MOBHUX MOJEJIEH y 3a7a4i BUSBICHHS (DIIIMHTOBUX MOBIAOMIIEHB, a TAKOX
po3po0Kka Ta EKCIepUMEHTadbHE OOIPYHTYBAaHHS METOAWKH I1X 3aCTOCYBaHHS 3
MOJIANIBIIUM TOPIBHSIHHAM €(EKTUBHOCTI 3 KIACUYHUMH aJITOPUTMaMU MAIIMHHOIO
HaBYaHHS.

3aBJaHHAMU JOCJIIZKEHHS € HACTYIIHI:

e [IpoananizyBatu €BONIONII0 (DIMIMHTOBUX aTaKk Ta CydacHl MAXOAHM OO iX
BUSIBJICHHSI.

o Jlocmautu oOMexeHHs rule-based 1 KiIacHYHHMX METOMIB MAIIMHHOIO
HABYaHHS y 3a7a4l QIIIMHT-JETeKIII].

e OOrpyHTyBaTH IOIIJIBHICTE BUKOPHUCTAHHS BEJIUKHX MOBHUX MOJCICH IS
aHasi3y (PIIIMHTOBUX MOBIJOMIICHD.

e CdopmyBatn pernpe3eHTaTUBHUN 00’€IHaHMN gaTtaceT (IMIMHTOBUX 1
JETITUMHUX €JIEKTPOHHUX MOBIIOMJICHbD.

e PeanizyBatu Ta HalamTyBaTH €KCIIEPUMEHTAJIbHI MOjeNli Ha ocHOBI LLM
(GPT, LLaMA, FLAN-TS).

e PeanizyBatu 0a30By €KCIIEpUMEHTAIBHY JIIHIIO 3 BAKOPUCTAHHIM KJIACUYHUX
ML-anroputmis.

e [IpoBecTn TOpIBHSIBHUI aHaji3 pe3yJbTaTiB 3a MOKa3HUKaMHU accuracy,
precision, recall Ta F1-score.

e CdopmynoBati BHUCHOBKM IIOAO €(EeKTUBHOCTI 3actocyBaHHs LLM 'y
CUCTEMax BUSIBIICHHS (DIIIMHTOBUX aTak.

O06’eKkTOM I0CTiTAKEHHSI € TTPOIEC aBTOMAaTU30BAHOTO BUABJIEHHS (DIIIMHTOBUX
MOBIAOMJICHD Y IIU(PPOBUX KOMYHIKALIHHUX CEPEeIOBUIIIAX.

IIpeaMeToM OCJIIKEHHSI € METOJIM Ta aJTOPUTMHU BUSBJICHHS (DIIIMHTOBUX
MOBIJOMJICHh Ha OCHOBI BEJIMKHX MOBHUX MOJIENICH, a TaKOX iX MOPIBHSHHS 3
KJIACHYHUMHU T1X0JJaM1 MallTHHHOTO HaBYaHHSI.

Metoaun pociigxenHsi. Y poOOTiI 3aCTOCOBAHO aHai3 HAYKOBHUX IyOJiKalin i

Cy4YaCHUX aHATITHYHUX 3BITIB y cepi kibepOesneku. J{s omiHiOBaHHS €(eKTUBHOCTI
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PI3HUX MIJIXOA1B BUKOPUCTAHO MOPIBHUIbHUE aHami3 rule-based MeTo/iB, KilacCHUHUX
QJITOPUTMIB MAaITMHHOT'O HABUAHHS Ta BEJIMKUX MOBHUX Mojeneil. [IpakTnuHy yacTuHy
TOCIIKEHHSI PEai30BaHO 3 BHKOPUCTAHHSIM METOJIIB MAIIMHHOTO Ta TIMOOKOTO
HaBYaHHS, 30KpeMa aJropUTMiB JorictuyHoi perpecii, SVM, Naive Bayes, Random
Forest, a Takox fine-tuning 1 instruction-based minxoniB mo 3actocyBanHs LLM.
Pe3ynbraté €KCIEpUMEHTIB OI[IHIOBAIMCS 3a JIONMOMOTOI0 CTAHJIAPTHUX METPHUK
OiHapHO1 Kjacudikalii Ta aHaai3y MaTPUIb TOMUJIOK.

HaykoBa HoBHM3Ha po00THM TOIATa€ y KOMIUIGKCHOMY JOCHIIKEHHI
3aCTOCYBaHHS BEJTUKUX MOBHUX MOjIeJIeH /1Jisi BUSIBIICHHS (DIIIMHTOBUX MOBIJOMJICHD 3
ypaxyBaHHSAM iX 3J@THOCTI 10 TIIMOOKOr0 KOHTEKCTHOTO Ta CEMAaHTUYHOIO aHamizy. Y
poboTi oOrpyHTtoBano mnepeBaru LLM y BusiBieHH1 zero-day (immMHroBux aTtak Ta
IIPOJICMOHCTPOBaHO e(eKTUBHICTh Instruction-based 1 fine-tuning migxomiB y
MOPIBHSHHI 3 KIIACHYHUMH aJTOPUTMAaMU MAIIMHHOTO HAaBYAHHS.

IIpakTnyHe 3Ha4YeHHs POOOTH TOJAra€e y MOMKIMBOCTI 3aCTOCYBaHHS
OTPUMAHUX PE3yJbTATIB MPU PO3pOOLI Ta BAOCKOHAJIECHHI 1HTEJIEKTYAJIbHUX CHUCTEM
BUSIBJICHHS (DIIMIMHIOBUX aTaKk y KOPIOPATHBHUX Ta OCBITHIX 1H(OpMAaIIiHUX
cepeoBHILax. 3anpornoHoBaHa METOJIMKA MOKe OyTH BHKOpPUCTaHa SIK OCHOBA JJIsi
CTBOpPEHHsSI TIOpUIHMX CHCTEM KIOEp3axuCTy, IO NOE€IHYIOTh KiacuuHi ML-
QITOPUTMH Ta BEJIMKI MOBHI MOJENl 3 METOI0 MIJABUIIEHHS PiBHS 1H(POpPMAIIHOT
Oe3MeKu Ta 3MEHIIICHHS! PU3UKIB COIIIOTEXHIYHUX aTak.

Anpobania pe3yiabTartiB KBagdidikaniiHoi podorn. OCHOBHI pe3yJjbTaTH
nocnimkeHHss Oymu  ampoOoBani Ha XIII  HaykoBo-TexHIUHIN  KOHQepeHiii
«lHdopmariiini Mozeni, cucTteMu Ta TexHosori» (M. TepHonub, Ykpaina, 17-18

rpyaHs). BignosigHa HaykoBa myOumikanis HaBeaeHa y JlogaTky A.
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PO3/ILJ1 1 TEOPETUYHI OCHOBI ®IIIUHI'Y TA METO/IB MOI'O
BUABJIEHHA

1.1 IIpoGaemaTuka BuUfABJeHHSA (QINIMHIOBMX aTak B yYMOBax Ix

€BOJIIOLIIHOI0 YCKJIAHeHHSA

DIMMHT € OJHUM 13 HAMOUIBII MOIIMPEHUX Ta HANOIIBIT PYWHIBHMX BHUJIIB
Ki0ep3JI0YMHHOCTI, KUl 3a3HaB CYTTEBOI €BOJIOLI 3 MOMEHTY CBOI'O BUHUKHEHHS Y
1990-x pokax [1-2]. Bnepuie Tepmin “phishing” O0yB 3adikcoBanuii 2 ciuns 1996 poxy
Ta BUKOPHCTOBYBABCS [IJIsl OMHCY IIaXpalChbKUX Jii, MOB’S3aHUX 13 BUKPAJICHHSIM
oOJIIKOBHX JTaHWX KOpHUCTyBauiB cepBicy America Online (AOL) [1]. ¥V To#i nepioa
3JI0BMUCHMKY BUJIaBaiv ceOe 3a aaminicTpaTopiB AOL 1 nuisixom 0OMaHy OTpUMYBaJIH
JIOT1HH Ta MApoJii 3 METOI0 OE3KOIITOBHOTO JOCTYITY /10 Mepeki [HTepHeT.

OpHi€ro 3 mepuux CHUIBHOT, 0 aKTUBHO BUKOPUCTOBYBaja MOAIOHI METOMM,
OyJia Tak 3BaHa Warez-CuibHOTa, /10 CKJIaly IKOi BXOJIMJIM XaKepu Ta HM(poBI mipatu
[1]. Ii npencraBHMKM He numie BHUKpajaayM OONIKOBI JaHi KOpHCTyBadiB, ane i
reHEpyBaJid BUIAJKOBI HOMEpH OaHKIBCHKUX KapTOK JUIsl HE3aKOHHOTO CTBOPEHHS
HOBUX 001iK0BUX 3anuciB AOL. [lonpu NpuMITHBHICTh TAKUX CXEM, BOHU BUSBHIINCA
JIOCTaTHhO €(PEKTUBHUMH, OCKUIBKM Ha TOW Yac KOPHUCTYyBaul MPAKTUYHO HE MajH

Ha mnouatkoBoMy erami (IIIMHT XapaKTepHU3yBaBCAd BIJHOCHOIO MPOCTOTOIO
peasnizaliii, TpoTe BXKe TOJ1 IEMOHCTPYBAaB BUCOKY PE3YIbTATHUBHICTh SIK IHCTPYMEHT
maxpaiictea [1]. PanHl (QIIIMHrOBI aTaku MEPEBAXHO 3IMCHIOBAIUCS IIISIXOM
pPO3CUJIaHHSl €JEKTPOHHMX JIMCTIB, IO IMITYBajlu MOBIJOMJICHHS BiJl (PIHAHCOBHUX
yCTaHOB a00 MOMYJIIPHUX OHJIAaWH-CepBiciB. Taki MOBIAOMIICHHS MICTHIIN 3aKJIUKU JI0
OHOBJICHHA 200 MIATBEPKEHHS 00JIKOBUX JaHUX 1 IEpEHANPaBIISIN KOPUCTYBaviB HA
niapooeH1 BedpecypcH, Bi3yallbHO MOII0HI 10 JETITUMHUX CalTiB.

Yrponosx 2000-x pokiB (GIITUHTOBI TEXHIKU 3a3HAN MOAJIBIIOTO YCKIIATHEHHS
3aBASIKM AKTUBHOMY BHMKOPHUCTAHHIO METOMAIB  coOIlaibHOiI i1HxkeHepil [3,4].
370BMUCHUKHM TIOYaJM IEPCOHATI3yBaTH 3MICT TOBIIOMJIEHb, BUKOPHUCTOBYIOUU

KOHKpETHY 1H(OpMaIlil0 MPo MOTEHUIMHUX XKEPTB, 1110 3HAYHO MiABUIIYBAJO PIBEHb



13

PaBIONOAIOHOCTI Ta €PEKTUBHICTh aTak. Y pe3yJbTari (QImUHT TpaHCchHOPMYBaBCS 3
MacoOBOTO Ta IAOJIOHHOTO ABUILA y IIIECIPIMOBAHMIA 1 CKIaIHUN MEXaHi3M BILIUBY,
SKUW 1 0 CHOTOMHI 3aJUIIAEThCS OJHIEI0 3 HAWCEPHO3HIMUX TpodieMm y cdepi
1H(opMariitHo1 6e3MeKy s opraHizallii pi3Horo Macirady [5].

[Momanpmmii eran po3BUTKY ¢immHry oxorwmroe 2000-ti ta 2010-Ti poku,
MPOTATOM SIKUX CIIOCTEpIrajiocsi HOro cTpiMKe yCKIJIaJHEHHs Ta MaciuTadyBaHHs [6,7].
Ha nouarky 2000-X pokiB 0013HaHICTh KOPHUCTYBayiB II0J0 (DIIIMHTOBUX 3arpo3
3amumianacs BKpaldh HHU3BKOIO, a OUIBIIICTh JKEPTB HE YCBIAOMITIOBAIH, IO
3JIOBMUCHUKH MOXYTh BHJIaBaTH ce0e 3a MPEJCTaBHUKIB JIOBIpEHUX OpraHizarii 3
METOIO0 HE3aKOHHOTO OTPUMaHHS KOH(IACHIINHUX naHux. Lle cTBopuiio cipusTiuBi
YMOBH JUI1 MaCOBOTO MOIIUPEHHS (PIIIMHIOBUX aTaK.

VY 3a3HaueHuil mNepioJ 3JOBMUCHUKM IOYadM AaKTUBHO CHPSMOBYBaTH CBOi
3yCHJUISI Ha OHJIAMH-IUIATIXKHI cepBicH, 30kpeMa PayPal ta E-gold, sxi Ha Toli yac Bxke
MaJdd MHUPOKY O0azy KopucTyBayiB. THUIIOBUM cIieHapieM OyJ0 HaJCUJIAHHSA
€JIEKTPOHHUX MOB1AOMJIEHB 13 BUMOT'OI0 OHOBJIEHHS IJIaTLKHOI 1H(OopMalii ado JaHuX
0aHKIBCHKHX KapTOK, YHACHIIIOK YOT0 OOJIIKOBI Ta (JiIHAHCOBI PEKBI3UTH KOPUCTYBaY1B
OTIMHSIIUCS Y PO3MOPSIKEHH] 3JI0BMUCHUKIB.

BaxnuBoro BiX00 B €BOMIONIT (IIIUHTY CTaJO0 MOLIMPEHHS KPUITOBAIIOT
Hanpukinii 2008 poky, mo 3a0e3nedmyio 3JOBMHCHHUKAM BIJHOCHO aHOHIMHI Ta
Ba)KKOBIJICTe)KyBaH1 IUIaTDKHI MexaHi3Mu. lle cyTreBo cmpocTmino QiHaHCyBaHHS
3JI0YMHHOI AiSTbHOCTI, KOOPJMHAIII0 MIXK YYaCHUKAMH aTakK, a TAKOXK OTPUMAaHHS Ta
JIeraTi3amiio He3aKOHHO 300yTHX KOIITIB.

[Tounnatoun 3 2013 poky, GIMHT CTaB OCHOBHUM KAaHAJIOM MOUIMPEHHS
porpam-BuMaradiB (ransomware), 30KpeMa TakiX BIAOMHX 3pa3KiB, sik CryptoLocker,
WannaCry Tta Petya [7]. ®immHroBi €IEKTPOHHI JIUCTU BUKOPUCTOBYBAIHUCS IS
JIOCTaBKU IIKIJJIUBUX BKJIaJeHh a00 MOCHJIaHb, IO MPHU3BOAWIO JO MacOBOIO
3apa)KeHHS KOPIIOPATUBHUX Ta MPUBATHUX 1H(OpMAIiiHUX cucTeM. D1HAHCOBI BTPATH
BiJl TAKMX aTaK BUMIPIOBAIUCSA MIJIbHOHAMM J0JIapiB 1 BKIIOYAJIM HE JIUIIE CyMy
BUKYIly, aje ¥ JOJaTKOBI BUTpaATH, MOB’si3aHI 3 IMPOCTOEM CUCTEM, IITpadHUMU

CAHKIIISIMU Ta BIJHOBJICHHSIM 1HQPACTPYKTYPH.
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[Tounnaroun 3 2010-X pokiB, OKpiM TpaaUIIHUX (PIHAHCOBUX ILUJIEH, (PIIIMHT
MOoYaji BUKOPHCTOBYBATH SK 1HCTPYMEHT [Jisi JIOCSATHEHHS TMOMITHYHHUX Ta
cTpareriunux mnuied. [loka3oBUM MpUKIAAOM € IijiecnpsiMOBaHa (DIIIMHTOBA aTaka
2016 poky, cnpsimoBana Ha J[)xoHa Ilogecty — kepiBHUKa BUOOpUOi kamrtaHii I 'iapi
KninToH, 1110 mpoaeMoHCTpyBaia HoTeHIian (GiHHTY K 3aco0y BIUIMBY Ha MO THYHI
IIPOIIECH Ta HalllOHAJIbHY Oe3TeKy.

[Toganema eBomtoriiss Qimuury ynpogaoBxk 2010-x pokiB XapakTepu3yBayiacs
MOSIBOIO OUITBIN IUIECTIPSIMOBAHUX 1 CKJIQJIHUX METOJIB aTtak. Y IeW mepioj HalOyim
NOIMPEeHHS Taki ¢popmu, sik spear-phishing, opieHTOBaHMI Ha KOHKpETHUX 0ci0 abo
Ipynu KOpUCTYBadyiB, a Takok whaling, cnpsiMoBaHMI Ha NpPEICTaBHHUKIB BUIIOTO
KEepIBHMIITBA opraHizamii. Jlani aTaku BiA3HAYaIMCs BUCOKUM PIBHEM IMEepCOHaMI3aIli
Ta PETEIHHOIO MirOTOBKOIO, III0 3HAYHO YCKJIAIHIOBAJIO X BUSBJICHHS TPaIULIHHUMU
3aco0aMu 3axXUCTYy.

[TapanenbHO 3 PO3BUTKOM €JIEKTPOHHOI MOIITH 3JI0BMUCHUKHU MOYAJIU aKTUBHO
BUKOPHCTOBYBATH aJIbTEPHATHBHI KaHAIU KOMYyHiKaii. 30kpeMa, 3’ IBUJIHCS METOAU
smishing Ta vishing, sxi nependavarOTh BBEACHHS KEPTBU B OMaHy 3a JIONIOMOTOIO
TEKCTOBUX TMOBIJOMJICHb Ta TOJIOCOBMX J3BIHKIB BiamoBigHo [8]. Taki araku
eKCIUTyaTylOTh JOBIpY KOpPUCTYBadiB J0 MOOUIBHUX KOMYHIKAIli 1 4YacTo
MOEHYIOTbCS 3 KJIACMYHUM (imuHTOM, (opmyroun OararokaHaibHI —CIIEHApIi
COIIaJIBHOI 1HXKEHePii.

V¥ 2020-x pokax (QimMHT 3a3HAB MOAAIBIIOT0 YCKIATHEHHS Y 3B’ 13Ky 3 aKTUBHUM
BUKOPUCTAHHSM COITIAIbHUX MEpEX Ta pealizalfielo 0araToBEeKTOPHUX aTak, IIo
MOEAHYIOTh €JIEKTPOHHY moiTy, SMS, Toj0COB1 A3BIHKM Ta MIaT(GOPMHU COIIaTbHUX
Menia. Takuil miaxiag J03BOJSIE 3JIOBMUCHUKAM IM1JIBUIYBATH PIBEHb JOBIPU [0
MOBITOMJICHB Ta 30UTBIITYBAaTH MMOBIPHICTh YCIIIIHOT KOMITpoMeTarlii skeptau [9,10].

Kpim Toro, cywacHi (immHroBi KammaHii JAelajl 4acTille IPYHTYIOThCS Ha
BUKOPUCTAHHI TEXHOJIOTIH INTyYHOTO 1HTEJEKTY, SKI 3aCTOCOBYIOTbCS ISt
ABTOMATH30BAHOT'O CTBOPEHHS MPaBAONOAI0HUX (DIIIMHTOBUX MOBIAOMIICHB, 1MITaIlll
CTWJIIO JIETITHMHHUX OpraHizaimiii Tta macmtaOyBaHHs atak [11]. 3a manumum Anti-
Phishing Working Group (APWG), y mnepmomy kBaptam 2025 poky Oyio

3adikcoBano 1 003 924 ¢dimmHTrOBI aTaku, IO CTAJO HAWBUIIMM KBApTAJIbHUM
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noKa3HUKoM 13 KiHlg 2023 poky. e miaTrBepmKye HUKIIYHUANA XapakTep (QIIIMHTOBOI
AKTUBHOCTI Ta ii 31aTHICTH MBUJIKO BiTHOBIIOBATHCS MICJISI TAMYACOBUX CTA/IIB.

Opniero 3 xapaktepHux ocobmuBocTedt (immary y 2025 porri cramo Macose
BukopuctanHsi QR-KoIiB y ImIaxpailCbKuX KaMIMaHifgX. 3JOBMHUCHUKU IIOACHHO
pPO3CHIIAIOTh MITBHOHU EIIEKTPOHHUX TOBIIOMJICHB, MmO MICTATh QR-xomm, ki
NepeHaIpaBIIIOTh KOPUCTYBaviB Ha (DIIIMHTOBI BeOCalTH ab0 pecypcH 3 IIKIIJTUBUM
IporpaMHUM 3a0e3rnedyeHHsIM. Takui Miaxiag J03BOJIIE OOXOIWUTH TpagauIliiHI
Mmexanizmu nepeBipku URL-anpec 1 3HMKY€e epeKTUBHICTh KJIacHuHUX email-pinpTpis,
110 111e OlbIIe YCKIIAIHIOE Tpoliec BUsBICHHS aTak [10].

Bonnouac y mepmomy kBaptam 2025 poky Oyno 3adikcoBaHO 3pOCTaHHSA
KUIBKOCT1 aTak Ha (piHAHCOBUM Ta IUIATIXXKHUM CEKTOPH, 30KpeMa OaHKU Ta OHJIAMH-
riatikai cucreMu. CykymHO Ha 11 ramy3i npumnajaino 30,9% ycix (GimMHroBUX aTak
[12], m0 CB1AYMTH PO YaCTKOBE MOBEPHEHHSI IHTEPECY 3TIOBMUCHUKIB 10 (PIHAHCOBOI
1H(paCTPYKTYpH MICIs MOMEPETHHOTO 3MIIIEHHS (POKYCY Y O1K COIIaTbHUX MEPEK.

Okpemy 3arpo3y MOpOJOBXKYIOTh CTaHOBUTH artaku Tumy Business Email
Compromise (BEC). V nepmomy kBaprtanmi 2025 poky 3arainbHa KiuibkicTb BEC-
IHIIMJICHTIB, TIOB’sA3aHUX 13 0AHKIBCBKUMH TepeKa3aMu, 3pocia Ha 33% MOpiBHSHO 3
nonepeAHiM kBaptajioMm. lle Bka3zye Ha eckanamito ()IHAHCOBUX PHU3UKIB s
oprasizaiiiii Ta 3poctaHHsi Tpo(eciitHOCTI 3IOBMUCHHUX yTPYMOBaHb, SKI MOEIHYIOThH
COIIaJIbHY 1HXKEHEPIIO 3 PETEIHHO MiITOTOBIEHUMHU (DIHAHCOBUMHU CIICHAPISIMHU.

AHai3 TuHaMiku 3a(iKCOBaHUX (PIITMHTOBUX aTaK y Mepioj 3 TPEThOTO KBApTaIy
2024 poky no apyroro kBaptaiy 2025 poky (puc. 1.1) cBimuuTh Npo CTIHKY TEHICHIIIIO
710 3pOCTaHHs iX KUIbKOCTI. Ilonpu okpemi KOpOTKOCTPOKOBI KOJIMBAHHS, 3arajibHUN
TPEHJ JEMOHCTPYE TIOCTyNOBE 30UIBIIEHHS CEPEAHBOTO PIBHSA  (PIIIUMHTOBOT
aKTUBHOCTI, IO MIiJATBEP/DKYETHCA 3pOCTaOUoOI0 JTiHIE TpeHay. lle Bkaszye Ha
CUCTEMHHUW XapakKTep 3arpo3d Ta BIJACYTHICTh JOBTOCTPOKOBOTO 3HWIKEHHS
IHTEHCHUBHOCTI aTaK, HaBITh 32 YMOB BIPOBA/KEHHS TPAAUIIIMHIX 3aCO01B 3aXHCTY.

Pucynox 1.1 imrocTpye posmoain (IiIIMHTOBUX aTak 3a Tajdy3eBOI0 O3HAKOI y
npyromy kBaptaimi 2025 poky. HaiOineln ypa3nuBUMH BHUSBHINCS (PIHAHCOBI
YCTaHOBH, Ha sAKi mpunagano 18,3% ycix 3adikCoBaHMX aTak, IO MIATBEPIKYE

CTablJIbHO BHCOKHU 1HTEPEC 3JIOBMUCHHUKIB JI0 CEKTOPY 3 MPSMHUM JTOCTYIOM O
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(iHaHCOBHUX aKTHBIB. Maif’ke aHaJOrIYHy YacTKy CTAHOBIISATh aTaku Ha SaaS- Ta
webmail-cepBicu (18,2%), AKi 4YacTO BHUKOPHUCTOBYIOTHCS SIK IIOYAaTKOBAa TOYKa

KOMITpOMETAIIi1 KOPIOpaTUBHUX 00MiKoBHX 3amucis [9,10].

Reported Phishing Attacks, 3Q2024-2Q2025
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Pucynok 1.1 — Jlunamika 3adpikcoBanux ¢imuHroBux atak y nepion 3 Il kBapramy

2024 poky no II kBaptan 2025 poky [10]

INDUSTRIES MOST TARGETED BY QR

CODE PHISHING, Q2 2025
Other, 55,159 _Manufacturing,
Media, 15,230 | / 74,054
\\ /'/
N\
Education, _ ’

19,498

Professional

Travel, 19,828 __Services,

70,153
I.T., 21,408 _-
Healthcare,
24,843
Real Estate, Finance &
32,026 Insurance,
69,157

Construction, _/

32,817 Transport,

35,119

Pucynok 1.2 — Po3nozin HaitO11b11 ypa3auBUX CEKTOPIB 10 (PIIMHroBUX aTak y Il

kBaptaii 2025 poky [10]
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3 MeTow y3arajdbHEHHS OCHOBHUX €TamiB PO3BUTKY (DIIIMHIOBUX aTak Ta

(bImMHTY B 4aCOBOMY PO3pi3i.

Tabmums 1.1 — EBosrorist GimmHry

[Tepion :
XapakTepucTuka QIIImHry
(nexana)
1990-i [TouaTkoBuit eTan GopMyBaHHS (PIIIKHTY. ATE.lKI/I Maym HleYIiTHBHHI?I
poK XapaKTep, aje 6yﬂg e(eKTUBHUMHU Yepe3 BIJICYTHICTh O013HAHOCTI
KOPHUCTYBauiB Ipo Ki0ep3arposu.
Mouatox MaCOBe NOHPEHHS email-gimmHry. ATaku IMITYBaJId TTOB1IOMJICHHS
2000-x | B2 OaHKIB 1 [0y IAPHUX OHJIafIHTHJIaTCI)OpM. OCHOBHOIO METOIO 0YJI0
poKiB BHKpAJICHEH OoOJIIKOBUX Ta IUIATDKHMUX JlaHuX. BukopuctoByBamucs
poCTI MiapoOJieH1 BeOcalTH.
Kitrers 3a(.:TOCYBaHH51 Me.TO,Z[iB COILIAJIBHOI 1HXEHepii Ta mosiBa (PiHAHCOBO
2000-x | OPIEHTOBAHOTO FI)IIHI/IHFY. 3II0BMUCHHUKHU TIOYaJId aKTUBHO aTaKyBaTH
POKiB miatikai  cepBicu  (PayPal, E-gold). IlommupeHHss KpunToBamiioT
3a0€3Me4mnII0 BiTHOCHY aHOHIMHICTB (DIHAHCOBHX OIEpaLlii.
2010 - VYckiaguenHs GimmHTOBUX I.(al\/.IHaH.iI‘/JI Ta H.epexizx. JI0 TIEPCOHAJI30BAHUX
2013 atak. [lommpenns spear—phls.hmg 1 whaling. ®imuHr cTae OCHOBHUM
poK BEKTOPOM MOMIMPEHHA WIKIATMBOIO MPOrpamMHOro 3a0e3meueHHs,
30KpeMa Mmporpam-BUMaradis.
MacoBe BukopuctaHHs (IIIMHTY JUIsE  JOCTaBKM ransomware
2013 - (Cr.proLocker, W?nnaCry, Pet.ya).. PosmnpeHHﬂvKaganiB aTak: TMosiBa
2020 smishing (SMS-(blI.HI/IHF) Ta Vlshlng (F.OJ'IOCOBI/II/I ¢bimmHT). AKTUBHE
BUKOPUCTAHHS COITIaJIbHUX MEPEX 1 BIAKPUTHUX JDKEpPEN NaHWUX IS
POKH MIJBUIICHHS TIepcoHai3allii atak. DIIIMHT MOYUHAE 3aCTOCOBYBATHUCS
He Juie 3 PiHAHCOBOIO, a i 3 MOJITUYHOIO Ta CTPATETTYHOI0 METOIO.
2000 - CDOPMyBElHHH 0araToBEKTOPHUX CI)iIHI/IHFO.BI/IX aTaK, IIO TOEAHYIOTE
2023 email, wmecenmkepu, SMS, TtenedoHHI A3BIHKM Ta COIliajbHI
miaTpopMu. AKTUBHE 3aCTOCYBAaHHSI aBTOMAaTH3allli Ta TeHEPAaTHBHHUX
poxH IHCTPYMEHTIB JIJI1 CTBOPEHHS (DIIIMHTOBOTO KOHTEHTY.
2004 - 3pocTaHHs MaCHI'Ta6iB GIMMHTY Ta TOSIBA HOBUX BCI(TOPiB JIOCTaBKH,
2025 30erMamQR-KO)11B. AI.<TI/IBHG BHKOPCTAHHS WUTYYHOTO iHTENEKTY A1l
poKt reHeparii MmpaBIoONoOaiOHUX TOBIAOMIIEHh 1 MacmTaOyBaHHS aTak.
301bIeHHs KUTBKOCT1 (hiHaHCOBO opieHTOoBaHUX Ta BEC-artak
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VY cyudacHOMy pO3yMiHHI TepMiH “(PIIIMHT” JOIIIBLHO TPAKTYBaTH SK PI3HOBHU]L
K10€p3JI0YMHHOI AISUTBHOCTI, 10 IPYHTY€ETHCS HA METOJAaX COLIaJbHOI 1HXeHepii Ta
MOJIATa€ Y HABMUCHOMY BBEICHHI KOPUCTYBaUiB B OMaHy IUIIXOM IMiTallli JOBIPEHUX
oci0, opraHizamid abo IU@POBHX CEPBICIB 3 METOK HE3aKOHHOTO OTPUMAaHHS
KOH(1aeHIIIITHOT 1HpopMaIlii, (iHaHCOBUX pecypciB a0o0 1HIIIIOBaHHSA MIKIITUBUX A1l
y iHdopMaliifHuX cucTeMax. Take BU3HAUYCHHS BiJI0Opakae KOMIUICKCHUIN XapakTep
GbIMMHTY SK COLIOTEXHIYHOI 3arpo3d Ta MIJAKPECIIOE HEOOXIHICTh 3aCTOCYBaHHS
IHTEJIEKTYaIbHUX METOJIIB aHali3y JUid HOTO e(peKTUBHOTO BUSBICHHS U mpoTuAii. Lle
1€ pa3 MiIKPecIoe 0OMEKEHICTh TPAAUIIIHHUX METO/IIB BUSBJICHHS Ta aKTyaJIbHICTh
3aCTOCYBAaHHS I1HTEJIEKTYaJIbHHUX MIAXO/IB, 30KpeMa BEIMKHX MOBHUX MOJEJCH,

3IaTHUX 31HCHIOBATH IITMOOKHUM KOHTEKCTHHUM aHa13 (PIIITHHTOBOTO KOHTCHTY.

1.2 Kinacudikauiss GiluMHIoBUX aTak

QIMHTOBI aTakKu MPOJOBXKYIOTh E€BOJIIOLIIOHYBAaTH, HaOyBarouu Jedail
CKJIamHIMX (OpM, IO YCKIAAHIOE iX BHUSBJICHHS Ta MiABUILYE €(PEKTUBHICTD
COIIIOTEXHIYHOTO BIUTUBY. 3aJIEKHO BiJ PIBHS MepcoHami3allli, crocody peanizailii Ta
LIJTLOBOTO MPU3HAYEHHS, (DIIIMHIOBI aTaKyu MOAUIAIOTHCA HA KIJIbKAa OCHOBHUX THIIIB
[6], mo mpeacTaBieHi Ha puc. 1.3.

Onnum 13 HaWOUIbII HeOe3nmeyHuX pi3HOBUAIB € spear-phishing [3], skwmii
XapaKTepU3y€eThCsl IMUIECHPSIMOBAHICTIO Ta BHCOKMM piBHEM mepcoHami3amii. Taki
aTakd CIPSMOBAaHI HA KOHKPETH1 OpraHizailii, Aep>KaBHUX MOCAJOBIIB a00 OKpEeMHX
oci0 1 3a3BMYail MarOTh Ha METI OTPUMAaHHS JOCTYIly 10 CIellali30BaHuX 0a3 JaHuX,
KOoH(pimeHwiitHOT 1HpopMalii abo ¢iHaHcoBUX pecypciB. JlJig  MiBUILEHHS
MPaBIOMOAIOHOCTI 3JIOBMHCHUKM aJalTyIOTh CTHJIb KOMYHIKAIli J0 mpodeciitHux
XapaKTePUCTHK, COIIAJIbHOTO OTOYEHHS Ta KOHTAKTiB JKEPTBHU, AaAKTHBHO
BUKOPUCTOBYIOUM JIaHI 3 COIlAJIbHUX MEpeX Ta BIIKPUTUX pKepen. Bimommm
npukiaaoM spear-phishing € araka 2016 poky na [lxona Ilomecty, KepiBHHKa
BuOopuoi kamnanii ['mapi KiiHToH, y pe3ysibTaTi sikoi OyJ0 CKOMIIPOMETOBAHO

€JICKTPOHHY TIOIITY Ta ONMPIIIIOAHEHO KoH(DineHiitHe nuctyBanus [13].
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[ OCHOBHI TMMK ]

l dhilumHry J
v v

Clone-phishing Spear-phishing
BEC Whaling

Pucynok 1.3 — OcHoBHI THIH (PIIIUHTY

OxpemMuM pI3HOBUAOM IIjiecnpsiMoBaHoro ¢imuHry € whaling, skwuii
OpPIEHTOBAaHUN Ha KEPIBHUKIB BHILOI JJAHKKM a00 MyOIiYHMX OCi0. Y Takux aTakax
3JI0BMUCHHUKH YaCTO MaCKYIOThCS M1 CIIBPOOITHUKIB KOMIIaH1i 800 BUKOPUCTOBYIOTh
CIIy’KOOB1 TMOBIIOMJIEHHST WIOJI0 BHYTPIIIHIX TPOLECIB OpraHizauli 3 METOI
NOpYIIEHHsI 1I JiJbHOCTI a00 OTpUMaHHS JOCTYIly IO CTpPATeriuHO BaXKJIMBOI
iH(popmaii [14].

OcnHoBHoto MeToro BEC-atak € MmaHinyJisuist piHaHCOBUMH ONEpPalisIMU IIJITXOM
KOMITPOMETAIlT KOPIIOPATUBHOI €JIEKTPOHHOI MOIITH a0 iMiTallii JUCTYBaHHS Bij
IMEHI KEpIBHMIITBA, Ol13HEC-MApTHEPIB UM MOCTAYAIbHHUKIB. 3IOBMUCHUKH PETEIBHO
BUBYAIOTh BHYTPIIIHI OI13HEC-TpOIleC KOMIMaHli, (IHAHCOBI pErIaMeHTH Ta
KOMYHIKAI[IiH1 1a0JIOHH, 110 JO3BOJISIE M CTBOPIOBATH MIPABAOIOAI0HI TOBITOMIICHHS
3 BUMOT'OI0 TEPMIHOBOT'O MIEPEKa3y KOIITIB a00 3MIHU MJIATI)KHUX PEKBI3UTIB. OgHUM
13 HanBimomimmx BumankiB € BEC-atakum Ha kepiBHUKIB Komrmaniii Facebook Ta
Google y 2013-2015 pokax, yHacligoK SKHX 3JIOBMHCHUKH, BHUAal0uud cede 3a
nmapTHepiB, He3akoHHO oTpumanu moHan 100 mma momapie CIIA noisixom
MiIPOOICHUX PAaXYHKIB Ta €JIEKTPOHHUX JIUCTIB.

Clone-phishing € pizHOBUIOM (DIIIMHTOBHUX aTak, IO IPYHTYETHCA Ha MiIpOOLI
JETITUMHUX EJIEKTPOHHUX TOBIJOMJICHh 200 BEOpECypciB, 3 SIKUMH KOPUCTYBAd yKe
MaB MOTNIEPETHIO B3AEMO/II0. Y MeXaX IhOT0 MiIX0/y 3JI0BMUCHUKH CTBOPIOIOTH TOYHI
KOIIi CIIPaBXHIX €JIEKTPOHHHUX JIUCTIB, KOPIIOPATUBHUX MOBIJOMJIEHb a00 BEOCANTIB,
3aMIHIOIOYH OPHTIHAIBHI MOCHIAHHS UM BKJIQJCHHS Ha IIKIJIMBI aHAJIOTH. THUIIOBHM
cueHapiem clone-phishing € mnoBTOpHE HaJCWIaHHSA JHUCTa, SKUM padile OyB

OTPUMAaHMI KOPUCTYBaue€M BiJ JOBIPEHOTO JDKEpesia, 3 TMOBIJOMIICHHSIM TIPO
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«OHOBJIEHY BEpCilO» JOKYMeHTa abo «BumpaBieHHs nomuiku» [4]. Kopucrysauy,
JOBIpsAIOUM 3HallOMOMY (popmarty Ta BIANPABHHUKY, BIAKPUBAE LIKIIUBUI BKIAJACHUN
daiin abo mepexomauTh 3a (IIMHTOBUM TIOCWJIAHHSM, IO TPU3BOJAUTH JI0
KOMITpOMeETAIlii 00IIKOBUX JaHUX a00 3apaKe€HHS CUCTEMHM IIKINIMBUM MPOrpaMHUM
3a0€e3MeYCHHSIM.

Peanpni npuknaau clone-phishing mmpoko 3a10kyMeHTOBaH1 y 3BiTaxX MIPOBITHUX
KOMIIaHii 3 kibepOe3neku. 3okpema, y 2019-2024 pokax ¢dikcyBanaucss macmTaOHi
KaMIIaHii, CpsMOBaHi Ha kopucTyBauiB Microsoft 365, PayPal, Google Workspace ta
XMapHUX CepBICIB OOMiHY (aiinaMu, y SIKMUX 3JIOBMHUCHUKH TIOBTOPHO HaJICHUJIATU
JIETITUMHI €JICKTPOHHI JIUCTH 13 3aMIHEHUMU MOCUJIAaHHSIMU a00 BKJageHHsmu [11].

Blind-phishing, Takox Bigomuii ik MacoBUN (IIIUHT, € OJHIEIO 3 HANWOUIBII
MomMpeHrux GopM GIIIMHTOBUX aTaK 1 XapaKTEPU3YETHCS BIACYTHICTIO KOHKPETHOTO
TapreTyBaHHsI. Y  IIbOMY BHITQJKy  3JOBMUCHUKH  3/IHCHIOIOTH  MacOBE
PO3MOBCIOJKEHHST (DIMIMHTOBUX TOBIIOMJIEHh 4Yepe3 EJNEeKTPOHHY momTty, SMS,
colllaJbHl Mepexki ado0 MECEHIKEpH, PO3PaXxOBYIOUM Ha T€, IO MEBHUN B1JICOTOK
OTPUMYBaYiB MIIJACTHCS OOMaHY.

3a5e)KHO BiJ] BUKOPUCTOBYBAHOTO KaHATy B3a€MOJII 3 MOTEHIIIITHOIO XKEPTBOIO,
(IIIMHTOBI aTaky MOAUISIIOTHCS HA KiJIbKa OCHOBHUX THUIIIB, KOXKEH 3 SIKUX Ma€ BIIACHI
0COOIMBOCTI peaizarlii, piBeHb €(PEKTUBHOCTI Ta MPUKIAINA peaTbHUX THIUACHTIB [11]

(puc. 1.4).

Fl'mnm diWwnHry BignoBsigHo ,u.c]

¢ l kaHany B3aemogii J ¢

Email-phishing QR-phishing

Social-media

Smishing ohishing

Vishing

Pucynox 1.4 — Tunu QimmATry BIAMOBITHO 0 KaHATY B3a€MOII1
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Email-phishing € nalinomupenimmm BUA0OM (DIIIMHTOBUX aTaK 1 3A1HCHIOETHCA 3a
JIOTIOMOTOI0  €JICKTPOHHOT TOIMITH. Y TaKMX arakax 3J0BMHUCHUKHA PO3CUIIAIOTH
MiapOoOJICH] JINCTH, K1 30BHI BUTJISAAIOTH SIK IMOBIIOMJICHHS BiJl OaHKIB, JEep KaBHUX
OpraHiB, XMapHHUX cepBiciB a0 AinoBUX mapTHepiB (puc. 1.5). OcHOBHA MeTa TaKUX
JUCTIB 1€ 3MyCUTH KOPHCTyBada IMEPEHTH 3a IMIKIIJIWBUM IOCWIAHHIM, BIIKPHTH

3apakeHu# (aits1 abo mepeaaTH CBOi 00JIIKOBI JIaHi.

Sent: Monday, May 09, 2016 10:07 AM
To:
Subject: Fwd: [UVa Library - Circulation] VIRGINIA WARNING: Closing & Deleting Your Account in Progress!

Hello User!

@ywr instructions to delete @ 1

To retain unt, kindly Cancel Request to continue using our services

oy
Thank You, http://bit.ly[TWTXQz8
Account Team

Please do not reply 10 this message. Mail sent 10 this address cannot be answered

Pucynok 1.5 — Ilpukinan GIImMHATOBOrO €JIEKTPOHHOTO JUCTA 3 BAKOPHUCTAHHIM

COLIAJIBHOI 1HXKEHePiT

Smishing peamnizyeTbcsi uyepe3 TEKCTOBI IMOBIIOMJICHHS, 30kpema SMS abo
MTOBITOMJICHHSI B MEeCEeH Kepax. [IJisl BIUTUBY Ha KEPTBY 3a3BUYAll BUKOPUCTOBYETHCS
BIIUYTTS] TEPMIHOBOCTI abo ctpaxy. [loBimomieHHS MackyroTbes mia OdiiiiHi
CIIOBIIIEHHS B1J] OaHKIB, IOIITOBHX YM JIOTICTHYHUX KOMITaHIN 1 MICTITh ITOCUJIAHHS,
3a SKMMHU KOPHCTyBada IMPOCATH MepeiTH abo BBECTH MEPCOHAIBHI JMaHi. Y Tepiosn
2021-2023 pokiB y 6aratbox kpaiHax (ikcyBanucs smishing-kammnanii, 1o iMiTyBajH
noBigomiieHHs Big DHL, FedEx ta USPS, y pe3ynbrari sikux Big0yBanocsi BUKpaJICHHS

maTihbkHOI iHpopMartlii kopuctyBadis [8].
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Vishing € pizHOBUAOM (IMIMHTY, IKUN 31HCHIOETHCS 32 JOTIOMOT'OI0 TOJI0COBHUX
m3BiHKiB. [lig yac TakWx aTak 3JIOBMHCHHKH TPEICTABIISIOTHCS CIIBPOOITHUKAMU
0aHKiB, TMOJATKOBUX CIYk0 ab0 MpaBOOXOPOHHUX OpraHiB 1 HaMararTbCs
MICUXOJIOTIYHO TUCHYTH Ha KEPTBY, BAKOPUCTOBYIOUHU CTPaX a00 CTBOPIOIOYH BITUYTTS
TepMiHOBOI cuTyaii. Bizomi macosi vishing-kammnanii y CILIA ta Benukiit Bputanii,
Jie maxpai BujaBau cede 3a mpeACcTaBHUKIB rmojgaTkoBux ciyx6 IRS ra HMRC, mio
NPU3BOIAWIO J0 3HAUYHUX (DIHAHCOBUX BTpAT.

QR-phishing, abo quishing, € BiTHOCHO HOBHM BHJIOM (IIIIMHTY, SIKHI 0a3yeThCs
Ha BuKopucTaHHi QR-komiB. Taki KOJU MOXKYTh MEpPEHANPABISITH KOPUCTYBaviB Ha
¢bimMHroBl caiitTh a0 1HIIIIOBATH 3aBAaHTAXEHHS IIKIJJIMBOTO IPOTPaMHOIO
3a0e3nedeHHs. OcoOMUBICTIO LBOTO MIAXOAY € Te, IO MIKIAJIUBE MOCHJIAHHS
npuxoBaHe y rpadiyHOMY KOJI, IO JI03BOJIsI€E OOXOJWUTH TpPAAULINHI (PUIBTPU
eNeKTpoHHOI nmomTH. 3a ganumMu Anti-Phishing Working Group, y 2023-2025 pokax
CIIOCTEpIranocs CyTTEBE 3pOCTaHHS aTak 13 BUKopucTaHHAM QR-kofiB, 30kpema y
MOBIJOMJICHHSIX, 110 IMITYBaJIM PaXyHKH 332 KOMYHaJIbHI MOCITYTH a00 CHOBIIIEHHS BlJ
(p1HaHCOBUX YCTaHOB.

OimuHT Yepe3 colialibHI Mepexi Ta MECEHIKepu 0a3yeTbcsl Ha JOBIPI MIXK
KOpPUCTyBa4aMH ITUGPOBUX MIaTGOpM. Y TaKWUX aTakax 3JIOBMHUCHHUKH CTBOPIOIOTH
detikoBi mpodisi a60 OTPUMYIOTh JOCTYII /10 PEATbHUX O0IKOBUX 3aMKCIB, MICIS 4OTO
HaJACHJIAIOThH IIKIIJIMBI ITOBIIOMJIEHHS a00 IIOCHMIAHHS Bl IMEHI 3HallOMUX KOHTAKTIB,
110 3HAYHO M1JBUIIY€E WUMOBIPHICTh YCIIIITHOT aTaKu.

OxpiM TpamumitHuX GopMm (PIMIMHTY, Y CydyacHOMY IU(POBOMY CEpeIOBHIII
nenanl OUIBIIOrO TMOIMMPEHHST HAaOyBalOTh TEXHOJOTIYHO CKJIaJHI THUIMM aTak, 10
MpeACTaBiIeHl Ha puc.l.6.

VY cydacHuxX (IIIMHTOBUX aTakax JeAalli yacTille 3aCTOCOBYIOTHCS TEXHOJOTIT
IITYYHOTO 1HTEJICKTY, SKi JO3BOJISIOTH aBTOMAaTUYHO TCHEPYBAaTH TEPCKOHJIMBI Ta
rpaMaTHYHO KOPEKTHI MOBIAOMIICHHS. TaKi MOBiIOMJICHHS MOXYTh aJanTyBaTHUCS 10
CTHJIIO CIIUJIKYBaHHSI KOHKPETHOI )KEPTBH, 1110 3HAYHO TI1JIBUIIYE X MPaBIOMNO/110HICTb.
BukopucTaHHs MITYYHOrO IHTENEKTY TaKOX Ja€ 3MOry MaciTaOyBaTh (ilIMHTOBI
KaMIaHii, yHAaCIIiIOK YOT0 iX BUSIBJICHHS 32 JIOMOMOTOI0 TPaJAUIIHNX email-PpinbTpiB

cTae 3Ha4YHO ckiaaHimmM. [Toxionuit miaxin Bimomuii sk Al-based phishing [4].
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[TEXHOJ'IOFi'-IHO CKnagHi TMI'II/I]

{ e !

Al-based Credential
phishing harvesting
phishing
Deepfake Multi-vector
phishing phishing

Pucynok 1.6 — TexHOJOTIYHO CKJIaiHI TUIH (PIIIUHTY

VY cydacHuX (PIIIMHTOBUX arakax Jefaji 4acTille 3aCTOCOBYIOTHCS TEXHOJIOTIi
MTYYHOTO I1HTENEKTY, SKi O3BOJSIOTH aBTOMAaTHYHO TCHEPYBAaTH TMEPEKOHJIMBI Ta
rpaMaTUYHO KOPEKTHI MOBIAOMIICHHA. Taki MOBIIOMJICHHS MOXYTh aJalTyBaTUCS 10
CTWJIIO CUIKYBaHHSI KOHKPETHOT KEPTBH, 1110 3HAYHO IT1JIBUIIYE 1X MPABAONOAIOHICTb.
BukopHcTaHHS MITYYHOrO IHTEJIEKTY TaKOX A€ 3MOry MaclmTaOyBaTH (IIIMHIOBI
KaMmIaHii, yHAaCIiIOK YOro iX BUSIBJICHHS 3a JIOMOMOTOI0 TpaaAulliitHuX email-pinbTpis
cTae 3Ha4YHO ckiaaHimmM. [Tomionuit miaxin Bimomuid sk Al-based phishing.

Oxpemy 3arpo3y CTaHOBISTh aTaKd, Yy SKHX BHKOPHUCTOBYIOTHCA 3T€HEpPOBaHI
aynio- abo BizeomaTtepianu IS iMiTalii peadbHuX 0oci0. Y Takux BUMAIKaxX >KepTBa
MOX€ OTpPUMAaTH T0JIOCOBE MOBIAOMIJICHHSI a00 BIJICO3BEPHEHHS, SIK€ BUIJISJIA€ TaK,
H10M BOHO HAIIMIUIO BiJl KEPIBHUKA, KOJIETH UM JUIIOBOTO MapTHEpa. Bucokuii piBeHb
PEaNICTUYHOCTI TAKUX MaTepianiB GopMye JA0BIpY Ta MOKE CIOHYKATH 10 BUKOHAHHS
(¢iHaHCOBUX omepauid abo mnepegadi KoH(piaeHUidHOT 1H(popmarii. Lleit miaxin
Bimomuii sik deepfake phishing.

3 METOW MiABUIIEHHS €()EeKTUBHOCTI (DIMIMHTOBUX aTaK 3JIOBMHUCHUKH TaKOX
3aCTOCOBYIOTH OJIHOYACHO KUJIbKA KaHaJliB KOMYHIKallii, 30KpeMa eJIeKTPOHHY IOIITY,
SMS-noBijomsieHHs, TenedOHHI A3BIHKM Ta colianbHi Mepexi. [Hdopmarris,
OTpMMaHa 3 OJHOTO KaHaly, BUKOPUCTOBYETHCS Ui MIAKPIIJICHHS MOBIAOMIICHD B
1HITIOMY, IO CTBOPIOE IUTICHY Ta MEPEKOHJIMBY KapTHHY JUISI )KEPTBU. Y pe3yJbTari
TaKl aTakyl MarOTh 3HAYHO BHILY WMOBIPHICTh YCHIXY MOPIBHSIHO 3 OJHOKAHAJIbHUMHU

(IIIMHTOBUMH KaMIIaHISIMU Ta KIacu(iKyroThbes sik multi-vector phishing.
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OaHuM 13 HAWMONIMPEHINWX HACTIAKIB (DIIMIMHTOBUX aTaKk € MacoBUU 30ip
OOJIKOBUX JaHMX KOPUCTYBauiB, 30KpeMa JOrIHIB 1 mapomniB. /[ 1uporo
BUKOPHUCTOBYIOTHCS MiAPOOJEeHI BEOCTOPIHKH, SIKI IMITYIOTh CTOPIHKHM BXOJy [0
MOMYJIIPHUX CEPBICIB, TaKuUX SK IOIITOBI IUIaTGOpMH, colliadbHI Mepexi ado
KopropatuBHi cuctemu. OTpuMaHi 00JIKOBI J1aHI MOXYTh BUKOPHCTOBYBATHCS IS
HECaHKI[IOHOBAHOTO JOCTYIy [0 akKayHTIB, (PIHAHCOBMX IIaxpalcTB abo SK
MOYATKOBMM eTan CKiIaaHimux Kideparak. Takuii Tun ¢imuHry Bigomuit sik credential
harvesting phishing [8].

OcHOBOIO (DIIIMHIOBUX aTak € IIJIECIPsIMOBaHA €KCILTyaTallisi MCUXOJIOTTYHUX
0COOJIMBOCTEN JIOJUHU Ta ii MOBEAIHKOBUX MOJIeNeil y nudpoBoMy cepenosuii. Ha
BIJIMIHY BiJ] TEXHIYHUX aTak, (QIIIMHT OPIEHTOBAHUM IMEpeayciM HE Ha BPA3JIUBOCTI
IPOrPaMHOTO 3a0e3MeUeHHs, a Ha JIIOJACHKUN (PaKkTop, SIKUW 3aJIUIIAETHCS HAWMMEHIII
3aXMINECHOIO JIAHKOK CUCTEM 1H(opMalliitHoi O0e3nexu. JlJisi TOCATHEHHs CBOIX I[iei
3IOBMUCHHUKH aKTHBHO 3aCTOCOBYIOTh METOAM COIIAJBHOI 1H)XXEHEpii, MOeAHYI0UU
MICUXOJIOTIYHUN BIUIUB 13 TEXHIYHUMU 3aC00aMH JTOCTABKH IIKIJJTUBOTO KOHTEHTY.

OaHuM 13 KJIIOYOBUX MEXaHI3MIB (DIIMHTOBUX aTaK € BUKIWK CHIJIBHUX
EMOIIIMHUX peaklliif, 30KpeMa CcTpaxy, TPUBOTH abO0 BIAYYTTS TEPMIHOBOCTI.
37I0BMUCHHUKHM YacTO CTBOPIOIOTH CIIEHApii, y AKUX KOPUCTYBau€Bl MOBIAOMIISETHCS
po HIOMTO OJIOKYBaHHS OOJIKOBOTO 3amucy, Mimo3piay (iHaHCOBY omepalliro abo
3arpo3y BTpaTH JIOCTYIy 10 BaXKJIMBHX CEpBiCiB. B yMOBax MCHXOJOTTYHOTO THCKY
KEPTBA CXUJIbHA JIATH IMITYJIbCUBHO, HE aHAJII3YIOUX TOCTOBIPHICTH MMOBIIOMJIEHHS Ta
HE TIEPEBIPSIIOYH JKEpeo 1H(opmaIri.

[HIIMM MOMMPEHUM NPUHOMOM € MAHIMYJSALIsS OYIKYBaHHSM BHUIOJAM, UIO
MPOSIBIIIETHCS Y TTOBIIOMJICHHSIX MPO BUTpalill, 00HYCH, KOMIIEHCaIli1 200 €KCKITF03UBHI1
MPOMO3UIIii. Y TaKuX BHMaAKax (PIITMHTOBI ITOBIIOMIICHHS aIleIOIOTh 0 K iI0HOCTI
a00 OakaHHs IIBHJIKOTO OTPUMAaHHS TIEpeBar, MO 3HMXKYE PIBEHb KPUTHYHOTO
MUCTIEHHsT KopucTyBadiB. [lomiOHi crieHapii ocoOnmBO e(EeKTHBHI y MacOBHUX
(IIIMHTOBUX KaMIMaHIsX.

BaxxnuBy posb Bifirpae Takok BUKOPUCTAHHS aBTOPUTETY, KOJU 3JTOBMUCHUKH
MAaCKYIOThCSl TIiJ] TIPEACTaBHUKIB OaHKIB, JEPKaBHUX YCTAHOB, IMPABOOXOPOHHUX

opraHiB abo BiAoMHX KommaHii. BukopucrtanHs oQiliiiHOI CUMBOJIKH, 3HAHOMHX
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JOTOTUITB 1 (OPMAIBLHOTO CTUJIIO CHUIKYBaHHS (OPMY€E Y KEPTBU BIAUYTTS
JETITUMHOCTI MTOBIIOMJICHHS Ta MIJICHIIOE TOBIPY 0 HOTO 3MICTY.

OxpiM €eMOIIIfHOTO BIUIMBY, (INIMHTOBI aTakl AaKTUBHO BHUKOPHUCTOBYIOThH
KOTHITUBHI ~ yHEepe/KEHHs, TMpPUTaMaHHI JIIOJICBLKOMY MHCJIEHHIO. 30Kpema,
3aCTOCOBYEThCSI  €(EeKT TEpMIHOBOCTI, KOJIM KOPUCTYBaueBI  HaB’sI3y€TbCSA
HEOOX1IHICTh HeraiHoi Jii, a TakoX e(deKT 3HaOMCTBA, 3a SIKOT'0 MOBIJOMIICHHS BiJl
BIJIOMOT0 OpeHay a0o 3HAWOMOIO KOHTAaKTy CHpHiiMaeTbes sk Oesmeune. Lli
MEXaH13MHU 3HaYHO MiJBUIIYIOTh IMOBIPHICTh YCIIIIHOI aTaKH HABITh CEpe]] TEXHIYHO
M1JTOTOBJICHUX KOPUCTYBaUiB.

Po3BuTok mu@ppoBHX mAATPOPM, COLIATBHUX MEPEX 1 BIIKPUTHUX JKEpeEN
iHdopmari (OSINT) cyTreBO pO3MIMPUB MOKIMBOCTI 3JTOBMHUCHHUKIB Yy 300pi
NepPCOHANBHUX JaHuX. I[Hopmalis npo Miciue poOOTH, KOJO CHIJIKYBaHHS,
npodeciiiHy NIsUIbHICTh a00 OCOOMCTI 1HTEPECH BUKOPHUCTOBYETHCS JIJISi CTBOPEHHS
nepcoHaIi30BaHuX (IIIMHTOBUX ITOBIJIOMIICHB, K1 BUTJISIAIOTh MPaBIOMOAIOHO Ta
BIJINOBIJIAIOTh KOHTEKCTY MKUTTS KOHKPETHOI JKEPTBU. Y pe3yabTari (IIIUHT
MOCTYNOBO TPaHC(HOPMYETHCA 3 MACOBOIO SIBUINA Y LUICCTIPSIMOBAHUNA 1HCTPYMEHT
aTak, 30kpeMa y ¢opmax spear-phishing ta whaling.

[lincymyBaBIIM BuUllle HamucaHe, Yy poOOTI Oyio 3po0JICHO BUCHOBOK, IO
e(eKTUBHICTh (DIIIMHTOBUX aTaK 3YMOBIIOETHCA TOETHAHHAM I[UIECTIPSIMOBAHOI
MICUXOJIOTIYHOT Ta COILIOTEXHIYHOI MaHIMyJSAIii KOpUCTYyBauyaMy 3 BUKOPUCTAHHSIM
Cy4aCHUX BUCOKOTEXHOJIOTTYHUX 3aC001B aBTOMATH3AIlli ¥ aHali3y JaHUX, 110 hopMye
CKJIaJHy OaraTopiBHEBY 3arpo3y Ta CYTTEBO YCKIIAIHIOE ii BUSBICHHS TPAIUIIHHUMU
METOJIaMU 3aXUCTy, OOTPYHTOBYIOYM HEOOXIJHICTh 3aCTOCYBAHHS IHTEJICKTyaJIbHUX

MIIXO/IB 10 aHAIII3y Ta MPOTUIT (PIIIMHTY.

1.3 CyyacHi miaxoam Ta MeToau BUBJIeHHS QimIuHry

Tpaauiiiini cucTeMU BUSBJICHHS (DIIMIMHTOBUX TMOBIAOMIICHh 0a3ylOThCs
NepeBaKHO Ha CUTHATYPHUX, EBPUCTUYHUX Ta (QUIbTPALIHHUX T1IX0aX, SIKI IPOTSATOM
TPUBAJIOTO YacCy 3aJIMINAIUCS OCHOBOIO 3aXHCTY €JIEKTPOHHMX KoMyHikamiit [15]. 1

MCTOAHW HIMPOKO 3aCTOCOBYIOTHCA Y IIOIMITOBHUX CEPBCPAX, KOPIIOPATHBHUX HIJIIO3aX
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Oe3MeKu Ta aHTHBIPYCHUX CHUCTeMax, 3abe3reuyroud 0a30BUM PIBEHb 3aXHUCTy BiJ
B1JIOMUX 3arpos.

CurnatypHi MeToau TMependavyaroTh 3ICTaBICHHSA BXIJHUX IOBIJIOMJICHb 13
3a3qaneriabr copMOBaHUMH Oa3aMH JTaHUX, 10 MICTATH BiJOMi (DIIIMHTOBI 11a0JI0HH,
mkigmBi gomenu, [P-agpecu abo URL-nmocunanus. OCHOBHOIO MEpeBaror TaKoro
MIIXO0/y € BHUCOKAa IIBUIKOJIS Ta HU3bKI OOYMCIIIOBAJIbHI BUTPATH, IO J03BOJISE
00po0IIITH 3HAaUHI 00CATH TpadiKy B peKuMi pealibHOro yacy. [Ipore epekTuBHICTD
CUTHATYPHUX METOIIB CYTTEBO 3HIKYETHCS y BHUMAJKAX BUKOPHCTAHHS HOBHX a0o0
MoaM(DiIKOBaHUX (PIIMHTOBUX KaMITaHIH, K1 I1I€ HE BHECEHI J10 0a3 CUTHATYD.

OxpeMuM pi3HOBUIOM CUTHATYPHUX MIAXOIB € BUKOPUCTAHHS YOPHUX CIIHCKIB
(blacklists), sixi sBISIFOTH cO00T0 310paHHs BiJOMUX 3710BMUCHMX IP-anpec, noMeHiB Ta
BeO-caiiTiB. Taki CIHMCKM aKTUBHO 3aCTOCOBYIOTHCS BeO-Opay3epaMu, MOIITOBUMHU
KJIIEHTaMU Ta 3aco0amu 1H(QOpMaLIiHOI Oe3MeKu IS MONEPEKEHHSI KOPUCTYBaylB
Ipo CIpoOy Tmepexoay Ha BioMU (HIIIMHTOBHM pecypc. Januii miaxia € epeKTUBHUM
y BHIIQJIKy J100p€ 33J0KyMEHTOBAHMX 1 BXKE BHUSBJICHUX (PIIIMHIOBUX CAWTIB, MPOTE
HOTO pEe3yIbTAaTUBHICTh CYTTEBO 3HIDKYETHCS IIMOJ0 HOBOCTBOPEHHMX abO0 dYacTo
3MIHIOBaHUX (DIIIMHTOBUX CTOPIHOK, SIKI I1I€ HE BHECEHI /10 0a3 IaHUX.

Jlo KIacMYHUX METOMIB TaKOX HAJICKUTh BHSBICHHS Ha OCHOBI CHTHATYD
(signature-based detection), sike BHKOPHCTOBYE 3a3fajierib BU3HAYCHI IIa0JIOHH,
XapakTepHi ISt (PIIIUHTOBUX MOBIIOMIIEHb a00 BeOKOHTEHTY [16]. BXiaHi exexkTpoHHi
JIUCTU Ta CTOPIHKM MO3HAYAIOTHCA SIK MOTEHI[IHHO HeOe3NeuHi y pasi BIANOBIIHOCTI
TakuM curHarypaM. Ilompu BHCOKY TOYHICTh MIOJO BIAOMHX aTak, MW Iiaxin
JIEMOHCTPY€E HU3BbKY €(DEeKTUBHICTh IPOTHU zero-day (pIIIMHIOBUX KaMmIaHiid abo artak,
K1 HABMHCHO 3MIHIOIOTh CBOi XapaKTEPUCTUKH ISl 00XOy CUCTEM JIETEKII1.

EBpuctuyni MeTOIM OpiEHTOBAHI HA aHAJI3 O3HAK, MPUTAMAHHUX (DIIITMHTOBUM
MOBIJIOMJICHHSIM, 0€3 TPUB’A3KH JO0 KOHKpETHUX MmabioHiB [15]. {o Takux o3HaK
HajeXaTh HETUIIOBA CTPYKTypa TEKCTy, IOMWJIKA Yy TpaMmaTHill Ta CTUii,
BUKOPHUCTAHHS MiJI03p1IMX (POPMYIIIOBaHb, aHOMaJIbHI MOCHJIAHHS a00 BKIJIAJICHHS, a
TaKOXX HEBIJMOBIAHICT, MK aJpecor0 BIAMpPAaBHHKA Ta BMICTOM IOB1JOMJICHHS.

EBpuctuunmii aHasi3 103BOJISIE€ BUSBIATH PaHIIllIe HEBIOMI 3arpo3u, OJHAK 3HAYHOIO
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MIpOIO 3aJIeKUTh BIJ SIKOCTI MPaBUJ Ta EKCIEPTHUX HaJAIITyBaHb, IO MOXKE
MPU3BOUTH 10 CyO’ €KTUBHOCTI PE3yJIbTaTIB.

OxkpeMy Tpymy CTaHOBIATH (DUIBTpAIiiHI METOIH, Cepel SKUX HaWOiIbII
MOIMPEHUMHU € spam-(GUIbTpU Ta OakeciBchki kiacudikaTopu [17]. Taki miaxomau
BUKOPUCTOBYIOTH CTATUCTHUYHI XapaKTEPUCTHKU TEKCTY, 30KpeMa YaCcTOTHICThH CIIiB,
HasBHICTh KJIIOYOBUX (pa3, CTPYKTYpYy 3arojioBKiB 1 METaJaHi MOBIIOMJICHB, IJIS
00YHCIICHHsT HWMOBIPHOCTI TOTO, IO MOBIIOMJIEHHS € (imuHroBuM. IlepeBaroro
(GiAbTpAIifHUX METOMAIB € 3/IaTHICTh aBTOMATUYHO aJanTyBaTUCS 10 3MIH y MOTOIl
MOBIJIOMJICHb 332 PaXyHOK HaBYaHHS Ha HOBUX JaHMX. BomHOYac BOHM MOXYTb OyTU
Bpa3JIMBUMHU JI0 HABMUCHUX CIIP0O 00X01y, HAMPUKIIA] IIUIIXOM 3MIHU (POPMYJITIOBAHb
a00 BUKOpPUCTAaHHA CUHOHIMIB. Takuit MeTo/1 MOke OyTH e(EeKTUBHUM JIJIsi BUSBJICHHS
OYEBHIHUX (PIIMHTOBUX CIIPOO, OAHAK YPa3IUBUIA 10 O1IbII BUTOHYCHHX aTaK, y SIKUX
3JIOBMHCHHUKH BUKOPHCTOBYIOTh HEUTPaAIbHY JIEKCHKY a00 3aMaCKOBAaHHUN K1 JTHBHMA
KOHTEHT.

JIoIaTKOBUM pPIBHEM 3aXHCTy € MEXaHI3MHU MEpPEBIPKU BIANPABHUKA, 30KpeMa
texHosorii SPF (Sender Policy Framework) ta DKIM (DomainKeys Identified Mail),
Kl BUKOPUCTOBYIOTHCSA [JISl MIATBEP/KEHHS aBTEHTHMYHOCTI JOMEHY BiJIIpaBHUKA
eJEKTPOHHOTO JucTa. {1 MexaHi3Mu 103BOJISIOTh 3MEHIIIUTH KIIBKICTh T1APOOIEHUX
MOBIJIOMJICHb, OJIHAK HE 3a0€3Meuyl0Th MOBHOTO 3aXHUCTYy BiJl (IIIUHTY, OCKIJIBKU
3I0BMUCHHUKH MOYTh BUKOPHUCTOBYBATH CKOMIIPOMETOBaHI a00 JIETITUMHI OOJIIKOBI
3aMKCH 711 PO3CUIIAHHS (PIIIMHTOBOTO KOHTEHTY.

[Tonpu mMpoke 3acTOCyBaHHS Ta BIMHOCHY MPOCTOTY peaiizailii, TpaaulliiHi
METOAM BWSBJICHHS (IMMHTY MarOTh HH3KY CYTTEBHX OOMeEXeHb. BoHHM dYacTo
JEMOHCTPYIOTh BUCOKHU PIBEHh XMOHOMO3UTUBHUX CIPAIIOBAHb, IO IPU3BOAUTH 10
0JIOKYBaHHSI JIETITUMHHX TIOB1JIOMJIEHb, a TAKOK XUOHOHETATUBHUX PE3YJIbTATIB, KOJIH
CKJIaJiIH1 a00 MepCOoHaII30BaH1 aTaky 3aJMIIAIOThCS HermoMiueHuMu. KpiMm Toro, Taki
CUCTEMHU TMOTPEeOYIOTh TOCTIMHOTO OHOBJICHHS CHUTHATyp, MPaBWI 1 HaBYAIBHHX
BHUOIPOK, 1110 YCKJIQJHIOE X MacIITa0yBaHHS Ta e(DEKTUBHE 3aCTOCYBAaHHS B yMOBax
IIBUJIKOT €BOJTIOLT (hiITMHTOBUX 3arpo3 [9,10].

MaruHHe HaBYaHHS € BXKIMBUM HAMPSIMOM IITYYHOTO IHTEJIEKTY, SIKUW IIUPOKO

3aCTOCOBYEThCS Y cdepl BUSABICHHS (PiMHTOBUX artak. Ha BimMiHY Bij TpaauIiiHUX
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rule-based miaxo/miB, MojIe)Il MAIIMHHOTO HAaBYAaHHS HABYAIOTHCS Ha BEJIMKHX MAacHBaxX
JaHUX, IO MICTATH SK (DIMIMHTOBI, TakK 1 JICTITUMHI TOBIIOMJICHHS, Ta 3/1aTHI
CaMOCTIHO BUSBJIATH XapaKTEpHI O3HAKU IMaxpanchbkoro kKoHTeHTY. lle mo3Boise
CHCTEeMaM aHalli3yBaTH HE JIMIIE BiJIOMI I1a0JIOHU aTak, a ¥l HOBI, paHillle HEBiIOMI
¢immmHTOBI KammaHii [ 18].

OnHuM 13 KIIOYOBUX HAIMPSMIB 3aCTOCYBaHHS MAlTUHHOTO HABYaHHS y QIIIUHTY
€ BUSIBJICHHS aHOMAaJid y TEKCTI IMOBIJIOMJICHb, CTPYKTYpl C€JICKTPOHHHUX JIMCTIB Ta
MOBE/IIHIII KOPUCTYBauiB. AJTOPUTMH aHATI3yIOTh TaKl XapaKTEPUCTHKH, SIK HETUITOBI
dbopmymoBanHs, migo3pin URL-aapecu, He3BUYHI BKIIaJeHHS a00 HEBIANOBIIHICTH
MK BUIMPAaBHUKOM 1 3MICTOM TOBIJOMJICHHS. BUSIBIEHHS BIAXWICHb Bij
«HOPMAJIPHOT» TIOBEIIHKH JO03BOJIAE€ 1ACHTU(DIKYBaTH (DIIMIMHTOBI ITOB1IOMJICHHS
HaBITh Y BUIAJIKaX, KOJIM BOHU HE MICTATh OYEBUIHUX O3HAK IMaxpaiicTa [19].

BaxnuBy posb Biirpae TakoK po3Ii3HaBaHHS MIA0JIOHIB, OCKUJIBKHU (DIIIMHTOBI
aTakd 4acTO MAlOTh CHUJIbHI JIHTBICTHUYHI Ta CTPYKTYpPHI XapaKTepucTuku. Mopeni
MAallMHHOTO HAaBYaHHS 3/1aTHI 3HAXOAWTH IPUXOBAHI 3aKOHOMIPHOCTI Y TEKCTI
noBiIoMJIeHb, 3arosioBkax, URL-ampecax 1 meTagaHux, mo Jae 3MOry €(heKTUBHO
kinacudikyBatu ¢imuHTOBl email-noBimomaeHHss, SMS abo mMOBIIOMJICHHS Y
colllaJbHUX Mepekax. Takuil Tiaxidg J03BOJISIE BUSABISITH SK MacoBl, TakK 1
ijecnpsiMoBaHi ¢imuHroBi ataku [20].

AJIanITUBHICTH € 1€ OJIHIEI0 TIEPEBArold BUKOPUCTAHHS MAITUHHOTO HAaBYAHHS
st npotudli  gimmHry.  OCKUIBKM — 3JIOBMUCHUKHM — MOCTIHHO — 3MIHIOIOTH
dbopMyIIrOBaHHS, IW3aiiH (PIIIMHTOBHUX CTOPIHOK 1 CIIOCOOM JOCTABKH ITOBIJIOMJICHbD,
MOJICNTI MAIIMHHOTO HAaBYAHHS MOXKYTh IIEPECHABYATHUCS HAa HOBHX JaHUX Ta
MPUCTOCOBYBATHUCA J0 3MIH y TaKTHKax arak. Lle 3a0e3neuye Oiibll BUCOKHI PIBEHb
3aXUCTY TOPIBHIHO 3 TPAAUIIIHHUMU CTATUIHUMU MeTonamu [18, 19].

ABtopu y ctaTTi [ 16] aHam13yt0Th OCHOBHI aITOPUTMH MATMHHOTO HaBYAHHS, 1110
3aCTOCOBYIOTBCS I BUSIBJICHHS (DIIIMHTOBHX aTak, iX TepeBarn Ta OOMEKCHHS
y3arajibHeHO B Tabnuil 1.2, mo 103Bos€ MOPIBHATH €(EKTUBHICTD PI3HUX MIIXO/IIB
Ta OI[IHUTH iX MNPUIATHICTH [JIs aHadi3y (IIIMHTOBUX MOBIIOMJIEHb Y Cy4YacHUX

YMOBaXx.
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Ta6mui 1.2 — OcHOBHI TIepeBary Ta HEJIOJIIKM METO/I1B MAIIMHHOTO HAaBUYAHHS Y

BUABIICHH] (IIIHHTY

Meron [lepeBaru Hemnomiku

OOmexeHa 31aTHICTH bie}
BUSBIICHHS CKJIQJTHUX 1
HEJIIHIAHUX aTak

Jlorictmuna | [IpocTota peamizariiii; BHCOKa
perpecis IHTEepPIPETOBAHICTh PE3YJIbTATIB

3po3yMifia JOriKa MPUUHSTTS
JlepeBa pilieHb | pillicHb; MO>KJIUBICTh
MOSICHEHHS Pe3yJIbTaTiB

CXUIIBHICTh 71O NE€pEHaBYAHHS
IIPU CKJIATHUX CTPYKTypax

Bunankosi nicu

(Rand Bucoka TouHICTB; CTIHKICTH 0 | Hu3bka IHTEpPIIPETOBAHICTh
andom : . . .
IIyMY Ta IPOIYCKIB y TaHUX KIHIIEBO1 MOJEN1
Forest) yMy pory y
Meron . . :
EdexTuBHICTh npu | Bucoxi 00YUCITIOBAJIBHI
OMOPHUX o o .
. kinacugikanii tekcriB 1 URL- | BuTparty; YyTJIUBICTh 10
BEKTOPIB :
aznpec napaMmeTrpiB
(SVM) p p p
Huspkuit PIBEHb : .
k-means 3alleKHICTh  pe3yibTaTy Bij

. . | XuOHOO3UTUBHUX .
(kmacrepu3zartis) MOYaTKOBUX KJIACTEPIB
CIIpaItoBaHb; MPOCTOTa

Heiipo-neuiTki | Bucoka TouHicTh BuUsBICHHS | Bucoka ckmamHicTh peamizariii
MOl GbimuHTYy Ta 00YHCITIOBAJIBHI BUTPATH

VY cucremax BUSBIEHHsS (IIMIMHTOBUX aTak OJHUM 13 0a30BUX MIAXOMIIB €
BUKOPUCTAHHS MPOCTUX JIHIMHUX Monened kmacudikamii. Taki momeni, 30kpemMa
JIOTICTUYHA PErpecis, 3aCTOCOBYIOTHCS JUIsl aHAJI3y TEKCTOBUX O3HAK EJIEKTPOHHUX
JIUCTIB, YaCTOTHOCTI KJIOYOBUX CIiB, HasgBHOCTI migo3puinx URL-anpec 1 meTaganux
MOBI1JIOMJIEHB. 3aBJSKU MPOCTOTI peai3allli Ta 3p03yMijIiil iIHTeprpeTallii pe3yabTaTiB
el MiJIX1J] 4acTO BUKOPUCTOBYETHCA SK TOYATKOBA ab00 €TaJIOHHA MOJEb IS
NOPIBHSHHSA 3 OLIbII CKIAJHUMH aJITOPUTMAMHU.

Jlyist po6OTH 3 BUCOKOBUMIPHUMHU TEKCTOBHMH JTAHWMH Ta CKIAJHUMH MEXKAMHU
Kkiacudikali MMpoKo 3aCTOCOBYIOThCS MeTOAM onopHUX BekTopiB (SVM) [18]. Taki
QJITOPUTMH JEMOHCTPYIOTh BUCOKY €(PEKTUBHICTB ITiJ] Yac aHali3y (IIIMHIroBUX email-
noBigomsienb, SMS Ta URL-anpec, m103BOJSIIOUM BiJOKPEMITIOBATH JIETITHMHUIA

KOHTEHT BiJ] IIaXpaliChKOT0 HABITh Y BUITAJIKAX, KOJIH BIIMIHHOCTI € HEOUECBUIHUMU.
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Y 3amadax BusABIEHHS (IIIMHTOBUX BeOCAWTIB 3HAYHY pOJIb BIAICPAIOTh
aNIrOpUTMH, M0 0a3yloTbCid Ha JEpeBOMNOMNIOHUX CTpyKTypax. JlepeBa pimieHpb 1
BuraakoBi Jicu (Random Forest) BUKOPUCTOBYIOTBCS ISl aHANII3Y TaKUX O3HAK, SIK
noxkuHa URL, KUIBKICTH TiJJIOMEHIB, HasBHICTh [P-aapec y mocuinaHHSX,
ocobmuBocti HTML-komy cropiHok Ta xapaktepuctuku SSL-cepTudikaris.
AHcamOieBl Metonau, 3okpemMa Random Forest, 3a0e3nedyroTh BHCOKY TOYHICTh
Kiacudikalii Ta CTIMKICTh 10 IITyMY B JIaHHX.

Jnia mBuAKoi 0OpoOKH BEIMKUX 00CATIB TEKCTOBUX IMOBIAOMIICHb, OCOOIHMBO y
3ajadax email-gimmHAry Ta smishing-aTak, 49acTo 3acTOCOBYIOThCS 0a€CiBCHKI
kinacudikaropu, 30kpema Naive Bayes. [li airoputMu TIpyHTYIOTBCS Ha
CTaTUCTUYHOMY aHaji3l ciaiB 1 (pa3 Ta [03BOJSAIOTH OMNEPATHUBHO OIIHIOBATH
UMOBIPHICTh (DIIIIMHTOBOTO XapaKTepy IOBIIOMJICHHS, X04a MOXYTh MOCTYHATHUCS
CKJIQAHIIIAM MOJCISAM 3a TOUHICTIO [17].

3 METOI0 BUSBJICHHS HOBHX a00 paHille HEBIJIOMHUX (IIIMHIOBUX KaMIIaHIN
BUKOPHUCTOBYIOTHCSI METOJIM KJIaCTepH3allii, cepes] SKUX MOLIUPEHUM € alroput™m k-
means. Takl maxoau JO3BOJISIIOTh TPYIYBAaTH CXO01 MOBIIOMIIEHHS abo BeOpecypcu
Ta BUSBJISTH aHOMAaJbHI KJIACTEPH, IO BIAPI3HAIOTHCA BiJ] THUIIOBOTO JIETITUMHOTO
Tpadiky, 6€3 monepeIHbO1 PO3MITKU JaHUX.

Jlnist ananizy ckiaaaHuX (DIMIMHTOBUX CIIEHAPIiB, K1 BKIFOYAIOTh BEJIMKI TEKCTOBI
KOpIyCH, 300pa)keHHS BEOCTOPIHOK abo0 TIIOBEMIHKOBI JaHI KOPHCTYBadiB,
3aCTOCOBYIOTBCSI HEMPOHHI MEpEXi Ta METOAU TJIMOOKOro HaBYaHHS. 30Kpema,
pexkypeHTHi HeuponHi Mepexi (RNN) 1 3roptkoBi HeiponHi Mepexi (CNN)
BUKOPUCTOBYIOTHCA ISl aHaJI3y MOCIIIOBHOCTEM TEKCTY Ta Bi3yaJbHUX €JIEMEHTIB
(IIIMHTOBUX CAWTIB, 110 JTO3BOJISE MIJBUIIUTH TOYHICTh BUSBIICHHS CKJIQJHUX aTak
[19].

TakuMm YMHOM, pi3HI aITOPUTMH MAIIMHHOTO HABYAHHS 3aCTOCOBYIOTBCS IS
BUSIBJICHHS (DIIIMHTY 3aJIe)KHO B THUIY aTakW, JOCTYIMHUX O3HAK Ta BHUMOT JO
mBUIKOMIT cucTteMu. BomHouac OinbliicTh TpaaumiiHux ML-nigxomiB MarTh
00MeKeHY 3IaTHICTh J10 TIMOOKOT0 KOHTEKCTHOTO aHaI13y MOBIIOMJIEHb, 1110 CTBOPIOE
MepeyMOBHU sl TIEPEXO0y A0 BUKOPUCTAHHS BEJIIMKUX MOBHHMX MOJENIECH y 3aadax

BusBIeHH QimmHry [11, 18, 21].
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PO3/11 2 OLIITHKA MOTEHIIAJY BEJIUKUX MOBHUX MOJIEJIEN 151
BUSIBJIEHHS ®IIIMHIOBAX MOBIOMJIEHD

Benuxki moBHi moneni (Large Language Models, LLM) 6a3y1oThbcst Ha apXITEKTypi
Transformer, sika Oyna 3amponoHoBaHa y po6oti “Attention Is All You Need” [22] 1
cTasia QyHIaMEHTOM CyYacHHUX CHUCTeM 00poOkH mpupoaHoi MoBU. Ha BinMiHy Bix
PEKypEeHTHUX 1 3TrOPTKOBUX HEHPOHHUX Mepex, Transformer He BHUKOPHCTOBYE
MOCJTIIOBHY 00pOOKY TaHMX, a TPYHTYETHCS Ha MeXaHi3Mi camoyBar# (self-attention),
0 JT03BOJIsI€ €(PEKTUBHO MOJCITIOBATH 3aJICKHOCTI MK CIIOBAaMH HE3aJIEKHO Bijg iX

MO3UIIIT Y TEKCTI.

2.1 KonuenrtyaabHa ociosa LLM

Benuka moBHa mozens (Large Language Model, LLM) — 1ie iMOBIpHICHA MOJIETH
MOBHU, MOOY/J0BaHA HA TJIMOOKUX HEUPOHHHX MEPEXKAX, OCHOBHOIO METOKO SIKOI €
MOJICJIIOBAaHHSl ~ PO3MOJLTY WMOBIPHOCTEH  MOBHHUX MOCHiIOBHOCTEH. Tekcr

PO3TISAAAETHCA HE SIK HaOlp MpaBuJl, a SIK MOCII1IOBHICTh BUMAJKOBUX 3MIHHUX:

Wl; WZI‘”;Wn) (2.1)

7ie W, — MepIIuil TOKEH Y TEKCTi;
Wy — APYTUil TOKEH Yy TEKCTI;
W,, — n-uil TOKEH Y TEKCTI.

TokeH y BENMMKHUX MOBHHMX MOJCISIX BH3HAYAETHCH SK MiHIMajabHA TEXHIYHA
OJIMHUIIS TEKCTY (HE JIIHT'BICTUYHA), 3 SIKOIO O€3M0CePeITHbO MPAIFOE MOJIEIb Y TIPOILIeCi
HaBUYaHHA Ta iH(pepeHcy. Ha BiAMiHY BiJl TpaauIliHHOTO JIHTBICTHYHOTO MIAXOMdY, /€
0a30BOI0 OJMHUIICIO aHAII3y € cJIoBO, y LLM TOokeHOM MOK€ BUCTYIATH SIK TOBHE
CJIOBO, TaK 1 WOT0 YacTWHA, OKPEMHM CHUMBOJI, 3HAK MyHKTYyallii a0o cremiaJibHHMA
cinyxOoBuit enemeHT. Takuil miaXig 3yMOBJICHHH HEOOXINHICTIO €(EKTUBHOIO
CTaTUCTUYHOTO MOJICTIOBAHHS MOBH, 3MEHIIICHHS PO3MIpYy CJIOBHHKA Ta 3a0€3MECYCHHS

3aTHOCTI MO MPaIfOBaTH 3 HOBUMHU a00 PIAKICHUMH JICKCHYHUMH OIUHHUIISIMHU.



32

TekcT y MOBHIN MOJIeNi TOAAETHCS Y BUTJIS I BIIOPSIKOBAHOT MOCIJOBHOCTI TOKEHIB,
KOXKEH 3 SKHX HaJalal NMEPETBOPIOETHCS y BEKTOPHE TOJAHHS Ta aHAMI3YEThCS 3
ypaxyBaHHSM KOHTEKCTY BCI€i MOCIIIOBHOCTI, IO JO3BOJISE MOJCHI BiITBOPIOBATH
CKJIaJIHI CEMaHTHUYHI Ta CHHTAaKCUYH1 3aKOHOMIPHOCTI MPHUPOTHOT MOBH.

BpaxyBaBmu (2.1) MoxkHa 3ampcaTd MaTeMaTH4HE (QOPMYJIIOBAaHHS TOBHOI

HMOBIPHOCTI TEKCTY, a came:
P(wq, Wy, =+, wy). (2.2)

Y xontekcti LMM TekCT po3risigaeTbesi SIK BIOPSAKOBaHA IMOCTIIOBHICTD
TOKEHIB, JIJIs1 sIKOT MOKe OyTH BU3HAUCHA ITOBHA HMOBIPHICTH MOSIBU B IPUPOIHINA MOBI.
[ToBHa WMOBIPHICTH TEKCTY IHTEPIIPETYETHCA K Mipa TOTO, HACKUIBKYA WMOBIPHOIO €
MosiBa KOHKPETHO1 MOCI1IOBHOCTI TOKEHIB BIAMOBIIHO /10 MOBHUX 3aKOHOMIPHOCTEH,
3aCBOEHMX MOJCIUIIO IiJI dYac HaB4yaHHSA. @OopMaibHO WMOBIPHICTh TEKCTY
BU3HAYAETHCS SIK CIUIbHA MMOBIPHICTh YCIX TOKEHIB, IO BXOAATH /10 MOTO CKIay, 1
3aJIE)KUTDH B1JI CTATUCTUYHUX B3a€MO3B’SI3KIB MK €JIEMEHTAMH IOCII1JOBHOCTI.

3 orJIsiy Ha BUCOKY PO3MIPHICTH MOBHOTO IIPOCTOPY, O€3MocepeTHE OOUHCIICHHS
MMOBHOI UMOBIPHOCTI TEKCTY € OOYMCIIOBAILHO CKJIQJHUM, TOMY B MOBHUX MOJEISAX
3aCTOCOBYETHCS JAHITIOTOBE MTPABUIIO0 MOBIPHOCTEHN. 3T1IHO 3 UM MPABUIIOM, CITIJIbHA
NMOBIPHICTh YCI€i TOCIITOBHOCTI MOAAETHCS AK OOYTOK YMOBHHMX HMOBIpHOCTEH

KOYKHOTO OKPEMOT'0 TOKEHA 3a YMOBH IOSIBU BCIX MONEPEIHIX TOKEHIB y TEKCTI (2.3).

n
P(WIJWZI'"'Wn) = HP(WIJWZI""Wt—l)' (23)
t—1

1€ Wy — TOKEH Ha TO3HIIii £;
t — IHIEKC IMO3UII] TOKEHA B ITOCIIJOBHOCTI;
N — 3arajabHa KUIbKICTh TOKCHIB;
Wy, Wy, **+, We_q — yC1 TIOTIEpETHI TOKEHU (KOHTEKCT);
3a3zHaueHa (opmyna BiioOpakae MPUHIIUIL, 3T1HO 3 SKUM MOBHA MMOBIPHICTH

TEKCTY BU3HAYAETHCA K 100YTOK YMOBHUX MMOBIPHOCTEN OKPEMHUX TOKEHIB, KOKEH 3
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SKUX 3 SBJSIETBCA 32 YMOBHM HAsBHOCTI BCiX IOIEPEIHIX TOKEHIB Yy IMOCIIAOBHOCTI.
Taxuit miaxig o3Havae, M0 MPOILIEC OLIHIOBAHHA MMOBIPHOCTI TEKCTY Ma€ MOCI1AOBHUN
XapakTep: CIOoYaTKy MOBHA MOJIeJb BU3HAYa€ WMOBIPHICTH MOSBU MEPIIOTO TOKEHA,
MICIIA YOTO OIIIHIOE HMMOBIPHICTH APYroro TOKEHa 3 ypaxXyBaHHSM YK€ B1JIOMOTO
nepuoro enxeMenTta. Hamani KokeH HACTyMHHM TOKEH aHai3yeTbCs 3 ypaxyBaHHSIM
YChOTO HAKOMHMYEHOT'O KOHTEKCTY, TOOTO BCIX MOMEPE/HIX TOKEHIB, IO JO3BOJISIE
MOJIENIl TTOCTYNOBO (hOPMYBATH IIIJTICHE MMOBIPHICHE YSBICHHS IMPO CTPYKTYpYy Ta
3MICT TEKCTY.

VY Mexax MOBHOTO MOJICIIOBAHHS 1€ O3HAYa€, M0 KOXEH TOKEH y TEKCTI
PO3TISAAAETECA HE 130JbOBAHO, @ K PE3yJbTaT YMOBHOTO BHOOPY, 3aJI€)KHOTO Bij
HONEPEIHBOI0 MOBHOTO KOHTEKCTY. JlaHItoroBe mpaBuiio J03BOJIS€ MOBHINA MOAEN]
HoCTynoBO (OpMyBaTH YSBJIEHHS MPO CTPYKTYPY TEKCTY, BPAXOBYIOUHU SIK JIOKAJIbHI
CUHTAaKCHYHI 3aJIEKHOCTI MIDK CYCIIHIMM TOKEHaMH, TaK 1 INIOOaJbHI CEMaHTHYHI
3B’SI3KHU, 110 OXOIUIIOIOTH 3HAa4YH1 ()parMeHTH TeKcTy. 3aBisku npbomy LLM 3partHi
MOJIEJIIOBAaTH JOBIOTPHUBAII 3aJIEKHOCTI, SIK1 € XapaKTEPHUMH ISl IPUPOAHOI MOBH.

3acTocyBaHHS JIAaHLIIOTOBOT'O MPaBUJia KMOBIPHOCTEN (DAKTUYHO 3BOAMTH 3a]1a4y
MOBHOTO MO/IEITIOBAHHS JI0 Nepea0aueHHs HAaCTYITHOTO0 TOKEHA Ha OCHOBI MOTMEPEaHIX,
110 € LEHTPAJIBHOIO 171e€t0 (QYHKIIIOHYBAaHHS BEJIMKUX MOBHUX MoJielied. Y mpolieci
HaBYaHHS MO/JIEJIb ONITUMI3Y€ETHCS TAKUM YUHOM, 11100 MaKCUMAaJIbHO TOYHO OL[IHIOBATH
YMOBHI WMOBIPHOCTI TOKEHIB Yy pI3HUX KOHTEKCTaX, IIOCTYIOBO 3aCBOIOIOYH
rpaMaTHyHl, CEMaHTHUYHI Ta MpParMaTU4HI 3aKOHOMIPHOCTI MOBHU. TakuM YHUHOM,
JAHIIOTOBE NPaBUJIO HMOBIPHOCTEH € (QyHIaMEHTAJIbHUM  MaTeMaTUYHUM
IHCTPYMEHTOM, SIKHI 3a0€31edy€e TEOPETUYHY LUIICHICTh T TPAKTUYHY €(DEKTUBHICTD
cyyacHux LLM.

PosrnsHemMo npukian Ha pealibHOMY TEKCTI, KMl 4acTO BHKOPUCTOBYETHCS Y
dimmnry. Hexaii maeMo ¢gpa3y “Your account has been suspended”. ITicis Tokenizaii

(YMOBHO1) OTpUMa€EMO HACTYITHUM MacHBa TOKCHIB:

w; = Your,w, = account,w; = has,w, = been,ws = suspended (2.4)
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TO,Z[i ITOBHA ﬁMOBipHiCTB TAaKOI'O0 TCKCTY 3 BUKOPHUCTAHHAM JIAHIIOI'OBOI'O IIpaBUJIa

(2.3) craHOBUTUME:

P(Your account has been suspended) = P(Your) * P(account|Your) *
P(has| Your account) * P (been|Your account has) * (2.5)
P(suspended|Your account has been)

[Ipu 1bOMy KOXKHA YMOBHA HMOBIPHICTh BUBYAETHCS MOJICIUTIO T/l YaC HABYAHHS.
Takuif miaxig O03BOJSE OEKOMIIO3YyBaTW CKJIAgHY 3ajady OI[IHIOBaHHA IOBHOI
MMOBIPHOCTI TEKCTY Ha Cepiro JIOKaJIbHUX 3aj1au NepeI0auyeHHs HaCTYyITHOTO TOKEHA Ha
OCHOBI HasIBHOTO KOHTEKCTY.

VY3araneHeno npukiaa podotu LLM, dopmyroun neBHUI po3MOIii BiIOBIIEH,
y KOHKPETHOMY MOMEHTI JJIs BX1JTHOTO KOHTEKCTY: “Your account has been” Burisnae

HACTYIHHUM YUHOM (Tabmuis 2.1):

Taomung 2.1 — Po3noain Bianmosiaen moaem LLM

Toxken VIMOBipHiCTb
suspended 0,42
verified 0,21
updated 0,14
locked 0,11
closed 0,08
1HII 0,04

LMM He BojOJli€ IBHUM BU3HAYECHHSIM MOHATTA “(DIMIMHT 1 HE ONEpPY€E HUM SIK
dbopmaizoBaHOIO KaTeropi€ro, OJHAK y MPOIeCl HABYaHHS BOHA 3aCBOIOE CTATUCTUYHI
MOBHI 3aKOHOMIPHOCTI, 3aBJSIKA SIKUM 3/laTHA PO3MI3HABATH THIOBI JIIHTBICTHYHI
KOHCTPYKIIli, 1[I0 YacTO BHUKOPHUCTOBYIOTHCS Y 3arpo3jiuBUX ab0 (IIIMHIOBUX

MOBIJOMJICHHSX.



35

2.2 O0rpyHTYBaHHSI BUOOPY METOIY MOCTiIKEeHHSI

LMM He BoJO/i€ SBHUM BU3HAUEHHSIM MOHATTS “PIMIMHT” 1 HE ONEPYE HUM SIK
dbopmaizoBaHOIO KaTeropi€ro, OJIHAK y MPOIecl HAaBYaHHS BOHA 3aCBOIOE CTATHCTHYHI
MOBH1 3aKOHOMIPHOCTi, 3aBASKH SIKAM 3[laTHa pO3IMI3HABATH THUIIOBI JIIHI'BICTHYHI
KOHCTPYKIIi, M0 YacTO BHUKOPUCTOBYIOTbCA Yy 3arpo3NUBUX a00 (IIIMHTOBUX
[IOB1IOMJICHHSX.

HesBakatoun Ha Te, mO 3 (QOpManbHOI TOYKM 30py BEIMKI MOBHI MOJENi
peai3yloTh 3ajauyy InepeadadeHHsT HACTYHMHOI'O TOKEHa, iX (yHKIIOHYBaHHsS HE
OOMEXKYETHCSI MPOCTHUM CTATUCTUYHUM “‘BraJlyBaHHsAM’ CIiB. Y MpOIECI HaBYAHHS
LLM dopmyroTs TIHOOKI KOHTEKCTHI MPEJICTABICHHS TEKCTYy, 10 J03BOJISE iM
3aCBOIOBAaTH CEMAHTHYHI 3B A3KM MDK MOBHUMM OJMHHULISIMU, pO3Ii3HABATU
CTHJIICTUYHI OCOOJIMBOCTI MOBIIOMJIEHB, @ TAKOX BHUSBISATH NpPAarMaTUYHUN HaMIp
aBTOpa. Ha BigMiHy BiJ TpaAMIIHHUX MiAXO0/11B, 3aCHOBAHUX Ha (hiKCOBAHUX MpaBUIaX
ab0 MMOBEpPXHEBUX JIEKCUYHUX O3HaKax, LLM 37aTHi y3arajabHIOBaTH MOBHI NTaTE€PHH,
XapaKTEPHI JIJIS1 PI3HUX THUIIB TEKCTIB, 30KpeEMa IIaXPaChKUX 1 (PIIIMHTOBUX.

3aBasku GOpPMYBAHHIO BHYTPIIITHBOTO MPOCTOPY KOHTEKCTHUX 3HAYECHb BEIHKI
MOBHI MOJ€]l 3/1aTHI IHTErpyBaTH iH(OpMAII0 3 yChOrO TEKCTY MOBIJOMIICHHS,
BpPaxoOBYIOUM HE JIMIIE OKpeMi KIIOYOBI CIIOBa, a W IXHE TOETHAHHS, IMOPSIOK
po3TalryBaHHs, €MOIliiiHe 3a0apBiieHHS Ta piBeHb TepMmiHoBocTi. Came 111
XapaKTEPUCTUKU € TUIOBUMHU O3HAaKaMH (DIIIMHTOBUX TMOBIIOMJIEHb 1 YacTo
3aJIUIIAI0THCS] HETOMIYEHUMH KIACUYHUMH METOIaMHU aHali3y TEeKCTY. TakuM YnHOM,
BukopuctanHsa LLM y 3axadi BusBieHHs (PIIIMHTY € OOIPYHTOBAaHUM, OCKIJIBKH TaKi
MOJZeJl 3/1aTHI €(EeKTUBHO KIACHU(PIKyBaTU TEKCTOBI MOBIIOMJIEHHS, PO3Mi3HABATH
MPUXOBaHI IIAXPalChbKi HAMIPU Ta y3arajbHIOBaTH 3MICT TOBIJOMJICHb HAaBITH 3a
BIJICYTHOCTI IBHUX MapKepiB (PIIIMHIOBOT aTaKH.

VY Mexax JaHoro JOCIIKSHHS JIs 3aa4l BUSBIICHHS (DIITMHTOBUX ITOB1IOMJICHb
Oyno obpaHo MiaXia HAa OCHOBI BenMKUX MOBHUMX Mojeneit (Large Language Models,
LLM), mo 3yMOBIE€HO OOMEXEHHSIMHU TPAIULIAHUX METOJIB aHaji3y TEeKCTy Ta
3pOCTAIOYO0I0 CKJIAHICTIO CydacHUX (DImMHroBux artak. (DIMIMHTOBI MOBITOMIICHHS

JeAalll YacTille BUKOPUCTOBYIOTh aJalTHBHI MOBHI KOHCTPYKUIi, KOHTEKCTHY
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MAacKyBaHHsI, TEPCOHAI3AII0 Ta COLIAIbHY I1HXEHEPilo, M0 ICTOTHO 3HUXKYE
e(deKTUBHICTh METO/IB, 3aCHOBAaHMX Ha (DIKCOBAHHUX MpaBHIaXx a00 MOBEPXHEBHUX
CTaTUCTUYHHUX O3HAKaX.

Ha Bigminy Big rule-based migxomiB, 10 IPYHTYIOThCS Ha 3a3jajerijib
BU3HAYCHUX ITPaBUJIaX Ta CIUCKAX KIFOYOBHUX CIiB, BEIMKI MOBHI MOJIEIII HE 3aJI€KaTh
B1Jl )KOPCTKO (DIKCOBAaHMX O3HAK 1 HE MOTPEOYIOTh MOCTIMHOTO PYYHOTO OHOBJICHHS
IpaBUJI y BIATIOBIIb HA TOSBY HOBUX (QIIIMHTOBUX Ia0ioHIB. [IpaBuio-opieHTOBaH1
CUCTEMH 3a3BHuail e(heKTHBHI JIMIIE TPOTH BIIOMHUX CLIEHAPIIB aTak 1 AEMOHCTPYIOTh
HU3BKY CTIAKICTb JJO HABMHUCHHMX MOAU(IKaIlN TEKCTy, TaKUX sIK TepedpasyBaHHs,
BUKOPUCTAaHHA CUHOHIMIB 200 3MiHa CTHJIIO MTOBITOMJIEHHS. Y CBOIO Yepry, KJIaCH4Hi
METO/IM MAIIIMHHOTO HaBuaHHA [23], mo 0a3yloTbcs Ha TOMEPEAHHO BU3HAYCHUX
JIEKCUYHUX a00 CTaTUCTUYHHUX O3HAKaX, 0OMEXEH1 AKICTIO Ta MOBHOTOK 03HAKOBOTO
MPOCTOPY 1, SIK MPABWJIO, HE 3/1aTHI MOBHOIO MIPOIO0 BPaXOBYBATH JIOBrOTPUBAIIANA
KOHTEKCT MOB1IOMJICHHS. Benuki MOBHI MOJieT 3/IIHCHIOIOTh TITMOOKUIM KOHTEKCTHHUM
aHaji3 TEeKCTy, OpMyIOUYM BHYTPIIIHI CEMAaHTUYHI MPEJCTABICHHS, Kl OXOIUIIOIOTh
HE JIMIIE JEeKCUYHUH CKIIaJl MOBIIOMJIEHHS, @ i MIOr0 TOH, CTPYKTYpY, IparMaTH4HuN
HaMip Ta piBEHb ICUXOJIOTTYHOTO BIUTHBY. Lle € KpUTUYHO BaXKITMBUM JIsI BUSBIICHHS
TaK 3BaHOro zero-day QIIIMHTY — aTak, L0 HE MAaloTh MONEPEAHIX 3pa3KiB Y
HaBYAJIBHUX JIAHUX 1 HABMUCHO YHUKAIOTh BIJIOMUX CUTHATYp. 3aBISKH 3JaTHOCTI J0
y3araJbHEHHS MOBHHMX TMAaT€pHIB Ta aHamizy Hamipy mnoBigomieHHs LILM
JEMOHCTPYIOTh MIJBUILIEHY CTIMKICTh O HOBUX 1 MOJU(]IKOBaHMX (IIIMHTOBUX
CIICHApIiB, IO OOIPYHTOBYE iX BHOIp SK OCHOBHOTO METOAY IOCIIKCHHS Yy JaHii
poOOTI.

JIs HAOYHOTO Yy3araJibHEHHS BIJIMIHHOCTEH MIXXK OCHOBHUMHM TMIJIXOJaMHU [0
BUSIBJICHHSI (DIIIIMHTOBUX TIOB1IOMJIEHB Ta OOTPYHTYBaHHS JOIUIBHOCTI BUKOPUCTAHHS
BEJIMKUX MOBHHUX MOJEJIEH JOIIJIBHO 3IIMCHUTH 1X TMOPIBHSJIBHUM aHali3 3a
KJIIFOUOBUMH KPUTEPISIMH, TaKUMHU SK 3JaTHICTh 1O KOHTEKCTHOTO aHaji3y,
aJanTUBHICTh O HOBUX THIIIB aTak Ta CTIMKICTh 10 zero-day ¢immHry. BiamosinHi
xapakTepucTuku rule-based, kiacM4HMX METOJIB MAIIMHHOTO HaBuaHHsS Ta LLM-

IT1IXO/1iB HaBeJAeHO B TaOymIi HIk4de [23-25].
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Tabmums 2.2 — TlopiBHsUIbHA XapaKTEPUCTHKA MIAXOJIB JIO BHSIBJICHHS

(IMHTOBUX MOBIAOMIICHb

» Rule-based Knacuuni ML- .
Kpurepiii ) ; LLM-nigxoau
MIxXoau maxoau
OcHoBHUI dikcoBani npaBuia | Knacudikamis na | KonTekcTtHe MOBHE
PUHIIUI Ta KIIFOYOBI CI0Ba OCHOBI O3HaK MO/ICJIIOBaHHS
[Totpeba B
py4yHOMY Bucoxka Cepenns Hwuspka
HaJIAIlITyBaHHI
YpaxyBaHHsA
ObmesxeHe YacTtkoBe [ToBHe
KOHTEKCTY
CriiikicTh 70
Hwusbka Cepenns Bucoka
nepedpazyBaHHs
Bussnenns zero- [IpakTruHO
. : ObmerxeHe Bucoxke
day ¢imuHry B1JICYTHE
Anarrartis 10 : [ToTpebye KontekctHe
. IToBinpHA
HOBUX I1a0JIOHIB nepeHaBYaHHS y3arajabHEHHS
AHaJti3 HaMipy . - . .
. BincyTHin OOmexeHuit Bupaxenui
MOBIJIOMJICHHS
MacmtaboBaHiCTh Hwuspka Cepenns Bucoka

Takum duHOM, BHOIp BEIMKHUX MOBHHUX MOJEICH SK METOAY MOCITIIKCHHS Y
3a/1aul BUSABJICHHS (DIIIMHTOBUX IMOBIIOMJIEHH € OOTPYHTOBAaHUM 3 OISy Ha iXHIO
3MaTHICTh 1O TIVIMOOKOTO KOHTEKCTHOIO  aHami3y, y3arajibHEHHS MOBHHUX
3aKOHOMIPHOCTEHN Ta e(peKTUBHOTO BUSBJICHHs zero-day atak. Ha Bimminy Bifm rule-
based 1 knmacuuanx ML-nigxoznis, LLM 3a6e3neuytoTs BULIMN piBEHb adalTUBHOCTI
Ta CTIAKOCTI IO €BOJIOII METOMIB COINAbHOI 1HXKEHepli, M0 poOuThH IX

NEPCTIEKTUBHUM 1HCTPYMEHTOM JJIsl CYYaCHUX CHCTeM KiOepOe3nekH.

2.3 Apxitektypa LLM

[IpoTsirom TpUBaIOTo Yacy AOMIHYIOUY POJib Y 3aj1ayax 0OpOOKH MOCIIII0BHUX

JAaHUX BIJIITPaBaIM PEKYPEHTHI HEHPOHHI Mepexi, 30kpema mojen tuny LSTM Tta
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GRU, sKi mMHUPOKO 3aCTOCOBYBAJIMCSA JJIA aHai3y Ta MEPETBOPEHHS MOBHHX
MOCJTIIOBHOCTEH, BKJIIOYAIOYM 3a7a4li MOBHOTO MOJICTIOBAHHS Ta aBTOMATHYHOTO
nepexsiany. 3HauHa KUTbKICTh JOCTIIKEHb OyJia ClpsMOBaHa Ha BJOCKOHAJICHHS TAKUX
I1JX0/11B, @ TAKOXK Ha PO3BUTOK apXiTeKTyp encoder—decoder 3 MeTO0 MiBUILICHHS
iXHBOI MPOYKTUBHOCTI T4 TOYHOCTI.

Oco0uBICTIO pEKYPEHTHUX MOjIeIIel € Te, [0 00UYUCITIOBAIbHUN TIPOLIEC Y HUX
TICHO TIOB’SI3aHUM 13 MOPSJIKOM €JIEMEHTIB y MOCIi10BHOCTI. DOopMyBaHHS KOKHOTO
HOBOTO TIPUXOBAaHOTO CTaHy BiJOyBAa€ThCSA HA OCHOBI IONEPEIHBOTO CTaHy Ta
NOTOYHOTO BXIJIHOTO €JIEMEHTa, IO 3YMOBJIIOE CYBOPO IMOCHIJIOBHUM XapakTep
00poOku naHux. Taka 3aneXHICTh BlJ YaCOBUX KPOKIB YHEMOKJIUBIIOE €(PEKTUBHY
napajienbHy 00poOKy BceperH1 OHOTO HABYAIBHOTO MPUKJIIAAY, [0 CTA€ KPUTUYHUM
npu poOOTiI 3 JOBIMMH IOCIIIOBHOCTSIMU, KOJIM arapaTHi OOMEXEHHsS maMm’siTi He
JIO3BOJISAIOTH 301BITYBATH PO3MIP MAKETIB HABYAIBHUX JJAaHUX. X04Ya OKPEMI CydacHi
MIXOIU JTO3BOJSIOTh YaCTKOBO OMNTHMI3YBAaTU OOYHCIICHHS HUISIXOM CTPYKTYPHHX
MEPETBOPEHb a00 BHUKOPUCTaHHS YMOBHHMX MEXaHI3MIB aKTHBAllll, KJIIOYOBE
00OME>KEHHS, TIOB’ sI3aHe 3 TTOCITIIOBHOIO MPUPOIOI0 PEKYPEHTHUX MEPEK, 3aTTHIIAEThCS
HE3JI0JIAHUM.

Boanouyac MexaHi3Mu yBaru mocTyIMOBO CTaJId BaXKJIMBOIO CKJIAI0OBOIO MOJEINei
aHaI3y TOCIIOBHOCTEH, OCKUIBKM BOHHU 3a0€3MeYyI0Th MOXKIMBICTh BpPaxOBYBaTH
B3a€EMO3B’SI3KM MDK €JEMEHTaMH HE3aJICKHO BiJ IXHBOI BIJCTaHI y TEKCTI.
He3Baxatoun Ha 1e, y OUIBIIOCTI ICHYIOYMX PpIIIEHb MEXaHI3MU yBaru
3aCTOCOBYBAJIUCS SIK JIOTIOBHEHHS /0 PEKYPEHTHUX apXITEKTYyp, a HE sIK caMOCTIHa
OCHOBA MOJIENI.

[TpuHUIMIIOBO IHIIWHI MIAX1]] 3aITPOIIOHOBAHO B apXiTekTypl Transformer [22], sika
MOBHICTIO BIJIMOBIISIETHCS BIJ] PEKypEeHTHOI OOpOOKM Ta BHKOPUCTOBYE MEXaHI3MU
yBaru K €IUHUNA 3aci0 MOOYJOBM KOHTEKCTHUX 3aJIEKHOCTEM MDK BXIJIHUMHU Ta
BUXITHUMHU mOCHiIOBHOCTAMH (puc. 2.1). Taka KOHIEMIS JO3BOJIIE 3HAYHO
M1JBUIIUTH PiBEHb Mapaliesnizallli 00YMCIeHb 1 JOCATTH BUCOKUX MTOKAa3HUKIB SIKOCTI B
3a/layax MAIIMHHOTO MEPEeKIaay 3a iCTOTHO MCHINWK Yac HaBYAHHS, IEMOHCTPYIOUH

HOBUU piBEHb €(DEKTUBHOCTI TIOPIBHIHO 3 TPATUIIIHHUMU TT1IX0IAMU.
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[lepeBaxkHa yacTUHA Cy4yacHUX €(EKTUBHUX HEHPOHHMUX MojieNel st 00poOKU

Ta TEPETBOPEHHS TOCHIIOBHUX JaHUX Oa3yeThCsl Ha apxiTeKTypl Tumy encoder—

decoder. Y Takiif Moaem BXiJHA IMOCITIIOBHICTE CUMBOJIBHUX HAHHMX (X1,Xo, ", Xy)

CIIOYATKy KOMYETHCS EHKOJIEPOM Yy TOCIHIJIOBHICTh O€3MEpPEepBHUX BEKTOPIB Z =

(24,25, ,Zy), K1 BimOOpakatoTh y3arajabHeHE KOHTCKCTHE MPEACTABICHHS BXiIHOI

iHpopmMmarrii. BUKkopuCTOBYIOUM Il BEKTOpPHI penpe3eHTalli z, JeKojaep 31HCHIOE

MOETAINHY TeHEePAIlif0 BUX1IHOI MOCTIOBHOCTI CUMBOMIB (Y1, V2, *** ) Yim)-

Output
Probabilities
t
[ Softmax |
t
[  Linear )
g '
[ Add & Norm Je=
Feed
Forward
g 1 ~ | Add & Norm Je=,
~| Add &_ Norm | MIol-Hoad
Feed Attention
Forward 7 J) J) M %
1 —
Nix | Add & Norm e,
f—"i Add & Norm | Masked
Multi-Head Multi-Head
Attention Attention
— J O\ —
Positional Positional
Encoding D : '
neaaing ¥ Encoding
Input Qutput
Embedding Embedding
Inputs Oulputs
(shifted right)

Pucynok 2.1 — Apxitektypa Transformer

Ha xoxxHOMy KpoIil TeHepallii MOJeb MPaIioe B aBTOPETPECUBHOMY PEXKUMI,

BUKOPHCTOBYIOUM paHillle 3TreHEPOBaHI

CUMBOJIM $K JONATKOBUM BXIJ JUIA
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nepea0avyeHHsT HACTYIHOT'O €JIeMEeHTa TOCIiI0BHOCTI. ApxitekTypa Transformer
JTOTPUMYEThCS i€l 3aranbHOl KoHmemmii encoder—decoder, mpote peanizye ii 3a
JOTIOMOTOI0  CTEKiB MeXaHi3MiB camoyBaru (self-attention) Ta ™OBHO3B’SI3HUX
HEWPOHHUX IIIapiB, sIKI 3aCTOCOBYIOTBHCS SK B €HKOJIEpl, Tak 1 B JIeKojaepi, IO
CXeMaTHUYHO 300pa)KEHO BiJMOBIAHO B JIiBii Ta MpaBiii YyaCTUHAX pUCyHKaA 2.1.

Krnacuuna apxitektypa Transformer ckiamaeTscsi 3 MOCTITOBHOCTI OJHAKOBHX
mapiB (layers), KoxeH 3 SKUX BKJIIOYa€E MeXaH13M OaratorosioBoi camoyBaru (Multi-
Head Self-Attention) Ta NMOBHO3B’SI3HY HEHPOHHY MEpPEXKY MNPSIMOTO MOIIUPEHHS
(Feed-Forward Network, FFN). Jlna 3a0e3nedeHHsi CTaOUILHOCTI HaBYaHHS Ta
e()EeKTUBHOTO MOIIUPEHHS TPAJIIEHTIB 3aCTOCOBYIOTHCS 3AJIUIIKOBI 3’ € HaHHS (residual
connections) Ta Hopmaizais mapis (Layer Normalization).

Ha Bxigm Mozenal NOJAETHCA MOCIIAOBHICTH TOKEHIB, KOXEH 3 SIKHUX
MIEPETBOPIOETHCS Y BEKTOPHE MpEACTaBIeHHS (hikcoBaHOi po3MipHOCTI (embedding).
Ockinbku Transformer He Mae BOYJIOBaHOTO MeXaHI3My OOpPOOKH TMOPSIKY CIIIB, J0
embedding-auckperusanii J0Ja€ThCs MO3UIIMHE KoayBaHHs (positional encoding),
AK€ MICTUTH 1H(OpMaIlil0 PO BIAHOCHE a00 aOCOJIIOTHE pPO3TallyBaHHS TOKEHIB y
nocJi1oBHOCTI. Lle 103BoIIsIe MOIEI KOPEKTHO BPaXOBYBATH CUHTAKCUYHY CTPYKTYPY

peyeHb Ta JIOTIKY TEKCTY.

2.3.1 Enkoaep Ta aexkoaep

Enkonep y apxitekrypi Transformer peanizoBanuii y BUTJISII MOCTIIOBHOCTI 3
IIECTH OJHAKOBUX 3a CTpyKTyporo mapiB. KokeH 13 mMX [mapiB MICTUTh [Ba
dbyHkiioHansHl kommnoHeHTu. [lepiiuii BiAmoBijae 3a MeXaHi3M 0aratoroJioBoi
caMOyBaru, sIKHil J103BOJISIE KOKHOMY €JIEMEHTY BX1JHOI IMOCIIIOBHOCTI B3a€MOIIATH
3 yciMa I1HIIMMHU eneMeHTamMH. Jlpyruili KOMIOHEHT € MO3MIIIHHO-HEe3aIeKHOI0
MMOBHO3B’I3HOI0 HEUPOHHOIO MEPEKEIO MPSIMOTO TIOIIMPEHHS, III0 BUKOHYE HETHIAHE
NEPETBOPEHHS BEKTOPHUX NIPEACTABIEHD [22].

Jlns  migBUILEHHS CTaOUIBHOCTI HaBYaHHS Ta TOKPAIIEHHS IMOUIMPEHHS
IPaJiEHTIB HABKOJO KOXXHOTO 3 LHUX KOMIIOHEHTIB 3aCTOCOBYIOTHCS 3aJIMILIKOBI

3’equanHs (residual connection), micis sSIKKX BUKOHY€EThCS HOpMalli3allisl 3a apamH.
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dopmabHO 1€ O3HAYa€e, IO BHUXIJA KOXHOTO IiJ0JOKY OOYHUCITIOEThCS SIK
HOpMaji3oBaHa cyMmMa MOro BXIJHMX MJaHUX Ta PE3yJbTaTy BIANOBITHOTO
nepeTBopeHHs. [ 3a0e3neueHHs KOPEKTHOI poOOTH 3ajUIIKOBHX 3 €JHAHb YCi
Oiapyu MoOJeNl, a TakoXK Iapu BOYJOBaHMX IMPEACTABICHb, (HOPMYIOTh BUXOIU
OJTHAKOBO1 PO3MIPHOCTI, sika y 0a30Bilt KOH(IrypaIlii CTAHOBHUTD dypqe = D12 [22].

Jlexogep Mae aHaNOriyHy OaraTollapoBy CTPYKTYPY Ta TaKOXK CKIIAJA€ThCA 3
MeCTH iAeHTHYHNX ImapiB. OHaK, HA BiIMIHY B €HKOJEpa, KOXKEH IIap JAeKojepa
BKJIIOYA€ JOJNATKOBUM (yHKLIOHANbHUN OJOK, NpU3HAYEHUN Juia peamizarii
MeXaHI3My 0aratorojoBoi yBaru 10 BHUXOMIIB eHKojepa. lle mo3Bosse mopemi
noeAHyBaTy 1HGOPMAIlIIO 3 BXIJTHOI MOCIIJOBHOCTI 3 YK€ 3r€HEPOBAaHUM KOHTEKCTOM
BUXIJHUX JaHUX.

SIk 1 B eHkojziepl, HABKOJO KOXKHOTO MIJOJIOKY AEKOJepa BUKOPHUCTOBYIOTHCS
3QJIMIIKOBI 3’€IHAHHS 3 MOAANBIIO HopMmami3auie. Okpemy Moaudikaiio 3a3Hae
MEXaHI3M CaMOYBAaru B IEKOJIEPi: Y HbOMY 3aCTOCOBYETbCS MAaCKyBaHHSI, IKE OOMEXY€
JOCTYN 10 MaOyTHIX MO3ULIN y BUXIJAHINA MOCIIIOBHOCTI. Y MO€IHAHHI 31 3CyBOM
BX1IHMX embedding-BeKTOpIB Ha OJIHY MO3UIIIIO 1€ TAPAHTYE, 1110 NepeadadyeHHs s
MO3UIllT [ TPYHTYEThCS BHUKJIIOYHO Ha BXKE€ BIJOMHX e€JIeMEHTaxX 13 MO3HUIlii, 10

MEPEAYIOTH .

2.3.2 MexaHi3Mm Attention

[entpanbuum enementoMm Transformer € mexadism yBaru Attention, sKuit
BHU3HAYa€, SKI YaCTMHU BXIJHOI ITOCTIJOBHOCTI € HaWOLIbII PEICBAHTHUMH JIS
00pOOKM KOXKHOTO KOHKPETHOTO TOKEHa. Y MexXaxX CaMoyBarm KOXXE€H TOKEH
OJIHOYACHO BUCTYTIAE SIK JKEPENO 1H(popMaIlii Ta SK KOHTEKCT JJIsI 1HIITMX TOKEHIB.

st peamizarii 1IbOrO MeEXaHI3My KOXXHE BXIiJHE BEKTOpPHE IPEICTaBIICHHS
MIPOEKTYETHCS y TPU OKpeMi ripocTopu: 3anuT (Query, Q), kirou (Key, K) Ta 3HaueHHs
(Value, V). 3anut BimoOpaxae iHdopmarliiiiHi moTpedr MOTOYHOTO TOKEHA, KUl —
XapaKTEPUCTUKH 1HIIMX TOKEHIB, @ 3HAYeHHS — (DaKTUYHUI KOHTEHT, SIKU MOXKe OyTH

BUKOPUCTAaHUM 1Sl POPMYBaHHS KOHTEKCTY.
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MarematuyHo MaciiraboBaHa ckajsipHa yBara (Scaled Dot-Product Attention)

ONKCYETHCA BUPA30M Ta MIPEACTABICHA HA pUC 2.2:

T

Q
Jdi

Attention(Q,K,V) = softmax v, (2.6)

ne Q € R™%, K € R™ %,V € R™%;
N — JOBKHWHA BX1JIHOI ITOCIIIOBHOCTI;

d} — pO3MIPHICTb BEKTOPIB KIIIOYiB.

t
Mathul
1; J
SoftMax
,‘.
Mask (opt.)
}

Scale

¢

MatMul

bt

Q K v

Pucynox 2.2 — Cxematuune 300paxenHst Scaled Dot-Product Attention

Cxanapuuii 1o06ytok QKT BinoOpaskae cTyniHb peJeBaHTHOCTI Mi’ TOKEHAMHU, a
dbyHkIis softmax HopMmaizye 111 3HaYEHHSI, IEPETBOPIOIOYH X y Baru yBaru. [{ineHHs
Ha @3ano6irae HaJMIPHOMY 3pPOCTaHHIO 3HAYEHb Ta CTAOLII3y€e MPOIeC HaBYaHHSI.
VY pe3ynbTari KOKEH TOKEH OTPUMYE 3BaKCHE IPEJCTABICHHS KOHTEKCTY BCi€i
ITOCJTIJOBHOCTI.

Jlns miaBUINEHHS BUpa3HOI 3AaTHoCTi Mojeni Transformer BUKOPHUCTOBYE
MexaHi3Mm OaratoronoBoi yBaru (Multi-Head Attention, puc. 2.3). 3aMicTh OJHOTO

POCTOPY yBaru 3aCTOCOBYEThCS JIEKIJIbKa MapajelbHUX «TOJIB», KOXXHA 3 SKHX
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HaB4Ya€TbCA (I)OKYCYB&TI/ICSI Ha piBHI/IX ACIICKTaX TCKCTY — CUHTAKCUYHHUX, CCMAaHTUYHUX

a00 MparMaTHYHUX.

Scaled Dot-Product
Attention

t! tl ti

Linear D Linear D Linear |]

N

Pucynox 2.3— Cxematuune 300paxennst Scaled Dot-Product Attention

K

@opManbHO 0araTrorojoBa yBara BU3HAUAETHCS SIK KOHKATEHAIlls pe3yJIbTaTiB

OKpEMUX T0JIIB 3 TIOJIAJIBIIIO0 JIIHIMHOO TpaHchopmairi€ro:
Multihead(Q,K,V) = concat(head,, head,, -+, head; )W?°, (2.7)

Jie KO’KHA T0JI0Ba BU3HAYAETHCS SK:
head; = Attention(QWS°, KWX, vw}). (2.8)

Takuii niaxia J03BOJISE MOJIEIT OJTHOYACHO aHaNli3yBaTH, HANPUKJIIAJ, CTPYKTYpPY
pEUYEeHHs, €MOLIWHUNA TOH, COLIOTEXHIYHI TPUTEpU Ta MPUXOBAHI MAHIMYJSATHUBHI
€JIEMEHTH, 10 € OCOOJMBO BaXJIMBUM JUIS 3aJad BUABJICHHS (IIIMHTOBUX

IMOB1JIOMJIEHb.
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2.4 Ilonepenne Hap4yaHHs Ta fine-tuning LLM

[Tonepenne HapuanHs (pre-training) LLM 3pilicHIO€TbCS Ha HaA3BUYAKHHO
BEJIMKHUX KOPIycax TEKCTOBUX JIAHUX, SIKI OXOIUIIOIOTh P13H1 )KaHPH, CTHIII Ta JOMEHH.
Haiinomumpenimoro 3agaueio pre-training € aBTOTpeCMBHE MOBHE MOJICIIOBAaHHSI —
nepen0ayeHHs: HaCTYITHOTO TOKEHAa Ha OCHOBI MOMEPEIHBOTO KOHTEKCTYy. DyHKIIis
BTpaT y 1bOMY BHUIIQJKy BHU3HAYa€ThCS AK HEraTUBHa JiorapudmivyHa
MPaBAONOIIOHICTh MOCIIIOBHOCTI.

VY nporeci pre-training Mozenb (OpMye YHIBEpcalibHI MOBHI perpe3eHTallii, ki
BIIOOpa)KalOTh  I'paMaTW4yHl  [paBUjia, CEMAHTUYHI 3B’SI3KH, JHUCKYpPCHUBHI
3aKOHOMIPHOCTI Ta 3arajibHi MOBHI MatepHu. BakiiMBo, 1110 Ha IIbOMY €Tarl MOJIeIb HEe
ONTHUMIZYEThCS I1J] KOHKPETHY IMpPHUKJIAJHY 3a/ady, a HAaBYA€ThCS 3arajJlbHOMY
PO3YMIHHIO MOBH.

[Ticns 3aBepiiieHHs eTary MonepeaHboro HaB4aHHs (pre-training) BEJUKI MOBHI
MOJIETIi BOJIOMIIOTh MITMPOKUMH 3araIbHOMOBHUMH 3HAHHSIMH, OJTHAK iXHS TOBEIIHKA
3QJIMIIAETHCS YHIBEPCAIBHOIO 1 HE OPIEHTOBAHOIO HA KOHKPETHI MPUKIIAJIHI CIIEHapii.
Jlist aganariii Mojieni 1o BU3HAYeHHUX 3aBJIaHb 3aCTOCOBYEThC eTan fine-tuning, sikuii
MoJjIsira€ 'y JOAAaTKOBOMY HaBUYaHHI Ha CIELIaiI30BaHUX, 3a3BHYall PO3MIYEHUX,
Habopax gaHux. Metoro fine-tuning € 30epeKeHHs 3araIbHUX MOBHHUX PETIPE3CHTAIIIH,
chopMOBaHMX TijJ dYac pre-training, OJHOYACHO 31 CIICMiami3aIieo MoJael Ha
LIJTLOBOMY JIOMEH1 ab0 THUIl 3a1ay.

Ha BinmMiHy Bin pre-training, sSikuii BUKOPHUCTOBYE BEJIUKI OOCSATH PI3HOPITHUX
HEpPO3MIYEHUX TEKCTIB, fine-tuning 3a1HCHIOETbCS HA BIJHOCHO KOMIIAKTHUX, aje
AKICHO MIJTOTOBJIEHUX JaTaceTax, 110 BIANOBIIal0Th KOHKPETHIN 3a1ayl. [lapamerpu
MOJIEJIl KOPUTYIOThCS 3 MEHIIIUM KPOKOM HaBYaHHS, 00 YHUKHYTH PyHHYBaHHS BXKe
HaOyTHX MOBHMX 3HaHb (edekt catastrophic forgetting). Takum yuHOM, fine-tuning
MOKHa PO3MIISJIATH K TpoLec “TOYHOrOo HANAIITYBaHHA MOJENI, MiJ] Yac SKOTro
3arajbHl MOBHI NATEPHHU JOMOBHIOIOTHCA MPUKIAJHAMU MpPaBUIIAMH 1HTEpIpETaLlii
TEKCTY.

VY KOHTEKCTI BHSBJICHHA (IIIMHTOBUX MOBIIOMIIEHb fine-tuning Haifyacriiie

BUKOPHUCTOBYETHCS JIs1 3a/1a4 O1HApHOI a0o OaraTokiIacoBoi Kiacudikaiiii, 1e MOAEIb
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HABYAETHCS BIAPIZHATH (DIIIMHTOBI MOBIIOMIICHHS Bif jJeriTuMHux [26]. ns mporo
TEKCT IMOBIIOMJICHHS TomaeThes Ha BXin LLM, a Buxim Mopem y3romKyeThCs 3
BIJIMTOBITHOIO MITKOO Kjacy. [lix yac HaBYaHHS MOJCIIb BUUTHCS ACOIIFOBATH TIEBHI
MOBHI TIaTePHU 3 O3HAKAMH COI[IOTEXHIYHOT MAHIMyJISAIii, TAKUMH SK CTBOPEHHS
BITYYTTSl TEPMIHOBOCTI, ameliALlisg 10 aBTOPUTETY, OOIlIHKa BUHATOPOAN abo 3arpo3a
CaHKIIIH.

Oxkpim knacudikanii, fine-tuning Moke 3aCTOCOBYBATHUCS JJisi aHaNi3y HaMipiB
(intent detection), Koy MOJIeTh BU3HAYAE TIPUXOBAHY METY IMOBITOMIJICHHS, a TaKOX
JUIS. BUIUICHHS T1I03pLIMX (PparMeHTiB TEKCTY, IO J03BOJISE MOSCHIOBATH, YOMY
KOHKPETHE TOBIJIOMJIEHHSI BBa)XA€ThCSI MOTEHIITHO HeOe3neuHuMm. Takuil miaxia €
BXXJIMBUM 3 TOUKHU 30PY IHTEPIIPETOBAHOCTI PE3YJIbTaTIB, III0 MA€ BETUKE 3HAUCHHS Y
NPUKJIAHUX CUCTEMaX KiOepOe3neKH .

Oxpemum pizHOBUAOM fine-tuning € instruction tuning, mij yac SIKOTO MOJEJNb
HABYAETHCS KOPEKTHO pearyBaTH Ha 3aluTH, CHOPMYIbOBaHI Y BUTJISIAI IHCTPYKIIIN
a00 3aBlaHb. Y IbOMY BHIIAJIKy HaBYaJIbHI MPUKIAAN MICTATH Hapu “IHCTPYKIIS —
OUIKyBaHa BIJMOBIAL’, M0 (QOpMye y MOJENl 3JaTHICTh y3arajabHIOBaTH (opmar
3aMuTy, a He Juie Woro 3micT. s 3amau BusiBieHHs (imuHTY instruction tuning
JI03BOJISIE MOACITI €(DEKTUBHO TMPAIIOBATH 3 aHATITUYHUMU 3allUTaMA TUITY: “‘BU3HAY,
YM € 1€ MOBIIOMJICHHS (DIIIMHTOBUM 1 TOSICHU MPUYUHKU a00 “BUIUIM €IEMEHTH
COIIAIbHOI 1H)KEHEeP1i y HaBEJICHOMY TEKCT1™.

3aBasku instruction tuning LLM craioTh OUIbII THYYKUMU U 3JaTHUMHU
BUKOHYBAaTH CKJaJiHI 0araTOKpOKOBI 3aBAaHHS, MOEIHYIOUN Kiacudikallito, aHam3 1
TCHEPAIIiio TOSICHEHb B MEXaX OHOTO 3aIUTYy.

JIns moAanbIIoro BAOCKOHAJICHHSI TOBEAIHKM MOJENI 3aCTOCOBYETHCS MiIXia
reinforcement learning from human feedback (RLHF). ¥ upomy mporieci excrieptu abo
aHAITUKU OLIHIOIOTHh 3r€HEepPOBaHl MOJIEIUIIO BIAMOBIAL 3a KPUTEPIIMH KOPUCHOCTI,
TOYHOCTI, 0€3MEeYHOCTI Ta BIAMOBIAHOCTI OUIKYBaHHIM KOopucTyBauiB. Ha ocHOBI 1iux
OLIIHOK (hOPMYETHCA MOJENIb BUHArOpOJH, SIKa BUKOPUCTOBYETHCS JUIsl ONTHUMI3alii
ocHOBHO1 LLLM 3a 1011oMOroro MeToiB MiAKPIIIIOBAILHOTO HABUYAHHS.

VY chepi xibepoesnekun RLHF n03Bo1s1€ 3MEHIITUTH KiNBKICTh XHOHOITIO3UTHBHHUX

CIIpallbOBYBaHb, MOKPAITUTH SKICTh MOSCHEHD 1 3a0€3MEUUTH OUJIbIII KOHCEPBATUBHY
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Ta OOIPYHTOBAaHY IIOBEIIHKY MOJEIl MPU aHalli3l MOTEHIIMHO HeOe3meyHux
MTOBIIOMJICHbD.

3actocyBaHHsa fine-tuning 3a0e3neduye Kijgbka KIIOYOBHX IEpeBar y 3amadax
BusBIeHH (imuHTy. [To-nepiie, Moaenb aianTy€eThCs 10 aKTyalbHUX 111a0JI0OHIB aTak,
SIK1 TIOCTIHHO 3MIHIOIOTBCS Ta €BOJIIOIIOHYIOTh. [1o-n1pyre, LLM 31aTHI BpaxoByBaTH
HE JIMIIIE OKPEeMi KJIIOUOBI1 CJIOBA, @ ¥ TTIMOOKUM KOHTEKCT, CTUIICTUYHI OCOOJIMBOCTI
Ta MpPUXOBaHI Hamipu aBTopa mnoBigomiieHHA. [lo-Tpere, fine-tuning mo03BOJIsIE
IHTErpyBaTl €KCIIEPTHI 3HAHHA Yy TMPOLEC HaBYAHHS, MiABUINYIOYM TOYHICTH 1
MPaKTUYHY IIHHICTh CHCTEMH.

Taxum ymHOM, fine-tuning BUCTyMMa€e KPUTUIHO BAXKJIMBUM €TAIlOM >KHUTTEBOTO
IIUKITy BEJIMKUX MOBHUX MOJIETICH, SIKUW TIEPETBOPIOE YHIBEPCAIbHY MOBHY MOJIENb Ha
e(eKTUBHUN 1HCTPYMEHT MPHUKIATHOTO aHalli3y TEKCTIB y cdepl KibepOe3neku Ta
BUSIBJIEHHS (DILIMHTOBHX 3arpos.

VY pesynbrari aHamizy NPUHIUINB TOOYAO0BH Ta (YHKIIOHYBAaHHS BEJIMKUX
MOBHUX MoOJeneil Oysio OOrpyHTOBAaHO iXHIO BHCOKY MPUIATHICTh [Js 3a7ad
BUSBJICHHS (DIIIMHIOBUX TOBIJOMJIEHb. 3aCTOCYBaHHS MEXaHi3My attention y
NO€HAHHI 3 TIMOOKMM KOHTEKCTHHM OIPAIfOBaHHSIM TEKCTy 3abe3leuye 3/1aTHICTh
LLM iaeHTudikyBaTu HE JUIIE NPAMI JIEKCUYHI O3HAKW (DIIIMHTY, a ¥ IPUXOBaHI
CEMaHTHYHI, MparMaTU4YHI Ta COLIOTEXHIYHI 3aKOHOMIPHOCTI. 3aBISKH IIHOMY
apxitektypa Transformer neMmoHCTpy€e CyTTEBI iepeBaru y nopiBHsHHi 3 rule-based Ta
kiacuyHuMu machine learning nigxonamu, 30epiratoun e€(EKTUBHICTh HABITH B

yMOBaX MOCTIHHOT €BOJIIOIIIT Ta YCKJIaIHEHHS (DIIIMHTOBUX aTakK.
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PO311J1 3 BUABJIEHHA ®IIINHI'OBUX ITOBIZIOMJIEHD 3
BUKOPUCTAHHSAM LLM

3.1 [IlocraHoBka 3aga4i Ta 3arajbHa CXeMa eKCIEPUMEHTAJIbHOIO

JOCJIIKeHHSA

Metoto naHOro po3auty € po3poOka Ta OOIPYHTYBaHHS EKCHEPUMEHTAIbHOI
METO/OJIOTIi BHUSIBICHHS (IIIMHTOBUX TOBIIOMJICHP Ha OCHOBI BEJIMKHX MOBHHUX
MojieJiel 13 MOAANIbIIMM MOPIBHSIHHAM iX e(EeKTUBHOCTI 3 KIIACHYHUMHU aJITOPUTMAMU
MAaIlIMHHOTO HaB4YaHHA. Ha BIIMiHY BiJT IJXO/IIB, [0 0a3YIOTHCSI BUKJIIOUHO Ha aHAITi31
3a371aJIeTiIb BA3HAYEHUX 03HAK 200 MpaBuIl, 3aIIPOIIOHOBAHA METOIOJIOT1s Iependayae
HaBYaHHS MOJiesiel 6e3mocepeTHb0 Ha TEKCTOBUX JAHUX €JIEKTPOHHUX MOBIJOMIICHbD,
[0 JI03BOJIIE BPAXOBYBAaTM CEMAHTHYHUN, KOHTEKCTHUM 1 NparMaTUYHUN PiBHI
iH(dOopMmarrii.

Y Mexax JOCHIJDKEHHS 3ajJadya BUABJICHHS (PIIIMHTOBUX IOB1JIOMJICHb
dbopmanizyeTbest AK 3amada OiHApHOI Kiacudikailii, y SKiil KOXXHE eJEeKTPOHHE
MOB1JIOMJICHHS HAJICKHUTh JI0 OJTHOTO 3 JIBOX KJIACiB:

e phishing — ¢pimmHroBe MOBITOMIICHHS;

e legitimate — NeriTUMHE €JIEKTPOHHE MTOBIJOMJICHHS.

Jlist 3a0e3nedeHHs] pernpe3eHTaTUBHOCTI Ta PEATICTUYHOCTI €KCIIEPUMEHTIB Y
poOOTI BUKOPUCTOBYETHCS 00’ €THaHMI HAOIp AaHMX, CHOPMOBAHHUI HA OCHOBI JBOX
BinkpuTux naraceriB: Phishing Email Dataset, mo mictuth npukiaau (pimmHroBux
noBioMieHb, Ta Enron Email Dataset, skuii BUKOPHCTOBYETHCS SK JHKEPEIO
ABTEHTUYHOTO JICTITUMHOTO KOPIIOPATUBHOTO JIMCTYBaHHS. Take o€ THAHHS JO3BOJISE
3MO/JIETIOBATH PeaibHI YMOBHU €JIEKTPOHHOI KOMYHIKAIlii, y IKUX CUCTEMH BUSBIICHHS
GImMHTY MaloTh BIAPI3HATH MIaXpPaWChKUM KOHTEHT BiJ 3BUYAWHOTO LIOBOTO
JTUCTYBaHHS.

3aranpHa cxema (puc. 3.1) eKCIepUMEHTAIBHOTO JOCIIKEHHS Tependadae
KUIbKa MOCIIOBHUX eTamiB. Ha mepmoMy erami 3/1HCHIOETCS TTOTIEPEaHsT 00poOKa
TEKCTOBUX JIaHMX, 30KpEeMa OUMIICHHS TMOBiJOMJIEHb, YyHIi(ikaimis d¢opmary Ta

OamancyBanHs kiaciB. [lani chopmoBaHuil gaTaceT MOAUISAETHCA HA HaBYAIBHY Ta
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TECTOBY BHOIpKH, M0 3a0e3reuye KOPEKTHE OIIHIOBAaHHS Yy3arajibHIOBaJIbHOI

3JIATHOCTI MOJIEJIEH.

D ——
| Has4aHHsa Ta

- JoHaB4aHHA LMM
\ J : ) . . )
OUuiHBaHHA AKOCTI MopiBHANBHWIA aHani3
knacudikaui peaynsTaTie
r—

Hap4yaHH#A
P knaducHux ML-
Mogenem

MonepenHs
obpobka Habopy
AaHUX

Pucynox 3.1 — CxemaTudnae 300pakeHHS €TariB eKCIEPUMEHTATLHOTO JOCIIHKCHHS

Ha nactymHomy erami IpoOBOJMTHCS HaBYaHHA Ta JoHaBuaHHs (fine-tuning)
BEJIMKWX MOBHHUX MOJEJEH Jis 3a1a4il kiacudikaiii pimmHroBux nosigomieHs. LLM
aHaJI3YI0Th TEKCTU €JIEKTPOHHUX JIUCTIB 0€3 MONEPEIHOr0 PyUYHOTO MPOEKTYBAHHS
O3HaK, BHUKOPHCTOBYIOYM BHYTPIIIHI MOBHI penpe3eHTauli JUisi pOo3Mi3HABAHHS
XapaKTEepHUX TMaTepHIB  (QIMIMHTY, 30KpeMa COIIOTEXHIYHUX  MAaHIMyJISIH,
MPUXOBAHUX 3aKJIMKIB JIO JIii Ta HETUIIOBUX KOHTEKCTHUX 3aJICKHOCTEH.

[TapanensHO 3 1MM peanizyeTbcsi 0a3oBa EKCIIEPUMEHTAIbHA JIHIS 3
BUKOPUCTAHHSM KJIACHYHUX QJITOPUTMIB MAIIIMHHOTO HaBYaHHS, TAKUX SIK JIOT1ICTHYHA
perpecis, METOJl OIOPHUX BEKTOPIB Ta HaiBHUU OaeciBcbkuil kiacudikarop. s mux
AITOPUTMIB 3aCTOCOBYIOTHCS TPAAULIIMHI MIIX0IU 10 MPEICTABICHHS TEKCTY, 30KpeMa
bag-of-words Ta TF-IDF, mo nmo3Boisie 3a0e3neuynTd KOPEKTHE TMOPIBHIHHS
pe3yJbTariB 13 moaensamu LLM.

3aKII0YHUM €TaroM €KCIEPUMEHTAIBHOTO JOCTIPKEHHS € OI[IHIOBAHHS SIKOCTI
kjacuikauii 3 BUKOPUCTAHHAM CTaHAApTHUX METPUK, TAKUX SIK accuracy, precision,
recall, Fl-score Ta amnamiz Marpuup nomMuiaok. OTpumaHi pe3yabTaTH
BUKOPUCTOBYIOTBCS JISI TIOPIBHSUIBHOTO aHami3y €(EeKTHBHOCTI BEIUKHX MOBHUX
Mojenel 1 kimacuuaux ML-nmiaxondiB, a Takox /st (OpMYJIFOBaHHS BUCHOBKIB 111010
JouiTbHOCTI 3actocyBanHs LLM y cucteMax BUSBJICHHS (DIIIMHTOBUX MOBIOMIICHb.

VY3aranpHIOIOYM BHILE HamUcaHe, 0OpaHa METOOJIOTIsl JO03BOJISiE KOMIUIEKCHO
OLIIHUTH MOTEHI1aJI BEJIMKUX MOBHUX MOJIeJIed Yy 3a1a4l BUSIBJICHHS (QIIIMHTY B yMOBax
BHKOPHUCTAHHS PEATICTUYHUX JAaHUX Ta IMOPIBHATH iX 3 TPAJAUIIHHAMHM II1X0JIaMH

MAaIllMHHOI'O HaBYaHH.
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3.1 XapaxkTepucTHKA JOCTIIKYBAHOTO 1aTACETy

Jl7is poBeNIeHHsI €KCIIEPUMEHTAIBHOTO JOCITIKEHHSI B MeXaX JaHoi poOoTH
Oyso 00paHO JBa NIMPOKO BiJIOMI Ta 4YacTO BHUKOPHUCTOBYBAaHI y HayKOBHX
nocimimkeHHsax Habopu ganux: Phishing Email Dataset Ta Enron Email Dataset.
BuxopuctanHs 1ux aaraceriB J03BoJisie ChOPMYBATH PENPE3CHTATUBHY BUOIPKY SIK
(bIMIMHTOBUX, TaK 1 JICTITUMHUX EJICGKTPOHHHUX ITOBIJIOMJICHb, a TaKOX 3abe3rneuye
KOPEKTHE MOPIBHSIHHS PE3yJIBTATIB MIXK ITiIX0/IaM1, 3aCHOBAaHUMH Ha BEJIMKUX MOBHHUX
MOJIEJISIX, Ta KJIACUYHUMH aITOPUTMAaMHU MAllIMHHOTO HaBYaHHS. AHAJOTTYHUHN MIIX1]A
110J10 KOHKATEHallli IBOX JaTaceTiB OyB BUKOPUCTAHUN y poOoTI [27].

Phishing Email Dataset [28] € oxHuM 13 HaWOLIbII MOMIMPEHUX BIIKPUTUX
HAOOPIB JaHUX, IPU3HAYEHUX JIJISl TOCTIKEHb y cepi BUSBICHHS (IITMHTOBUX aTak.
JlaTaceT MICTUTh KOJEKLIIO EJIEKTPOHHUX JIMCTIB, KIAaCHU(IKOBAHUX 3a O3HAKOIO
¢bimmHroBoi 60 HE(IIIMHIOBOI MPUPOJU, Ta BHUKOPUCTOBYETHCS Y YHCICHHHUX
HayKOBHUX po0OoTax 3 aHami3y TeKCTOBUX O3HAaK, URL-CTpykTyp 1 MOBEIIHKOBUX
XapaKTEPUCTHUK (PIIIMHTOBUX MOBIJOMIICHb.

OcnoBHoto ocobnuBicTio Phishing Email Dataset € ioro opienTariisi came Ha
maxpaiChbKUil KOHTEHT, IO BKIIIOYAE€ TOBIJOMIICHHS 3 THUIIOBUMH IS (DIIIMHTY
O3HAaKaMH: 3aKJIUKH JIO TEPMIHOBUX i, MOCHUJIAHHS Ha IiapoOJsieHI BeOpecypcH,
3aIIUTH HAa BBEJICHHS OONIKOBMX a00 IUIATDKHHX JaHUX, a TaKOX BUKOPHUCTAHHS
COLIIOTEXHIYHUX MaHIMysiid. TeKCTH MOBIIOMJIEHb Yy JAAaTaceTi 4acTo IMITYIOTh
JUCTYBaHHS BiJ OaHKIB, TJIATDKHUX CUCTEM, CIYXO MIATPUMKHA ab0 TMOMYJSPHUX
OoHJaH-TIaThOpPM.

JlaTacet 3a3Bu4ail MicTUTH (puc 3.2):

® TUIO €JIEKTPOHHOIO JIUCTA;

e 3aroyioBKH (subject);

e MiTKy kiacy (phishing / legitimate);

® Yy JIEIKUX BEPCisiX — JO0JIATKOBI MeTaaaHi, 30kpema iHdopmariito nmpo URL

a00 BKJIQJICHHS.



= sender = = receiver = B date A subject = A pody = « label ~ urls
CNN.com >Top
ambrosius user5S@gvc.ceas- Tue, 85 Aug debt Do Not 1 1
376jemill challenge.cc 2008 21:44:86 consolidation consolidate
ychautauqua.com +BoBe your debt
> Eliminate it!
Legally
ELIMINATE your
creditT card
and other
unsecur. ..
Alejandra Levy user2.13@gvc.ce Tue, 85 Aug It combines the Adobe Creative 1 1
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Pucynok 3.2 — O3naku Ta npukianau 3 Habopy Phishing Email Dataset

Phishing Email Dataset nobpe miaxoauTh IJii HaBYaHHA Mojelield y 3aaadi
O1HapHOI K1acudikailii, a TAKOXK JJIsl OI[IHIOBAHHS 3/IaTHOCTI aJITOPUTMIB pO3Ii3HABATH
COIIIOTEXHIYHI TMaTepHU Yy TeKCTl. BoaHouwac cnig 3a3HAUYUTH, 10 YacTUHA
MOBIJIOMJIEHb Y I[bOMY Ha0Opi Ma€ BIIHOCHO IIa0JOHHUM XapakTep, 10 MOXKe
CIpOLIyBaTH 3afady [jis KiacuyHuX ML-anroputMmiB 1 HE TIOBHOIO MIpOIO
B1100pakaTy Cy4acHi BUCOKOIEPCOHANI30BaH1 (DIIIMHTOB1 aTaKH.

Enron Email Dataset [29] € kmacnaHrM HaOOpPOM JaHUX, IO MICTUTh pealibHE
KOPIIOPAaTHBHE €JIEKTPOHHE JIMCTYBaHHS ciBpoOITHUKIB komnaHii Enron. Jlaracer OyB
OTNPWJIIOAHEHUNH Y MeXaxX CYJIOBOIO PO3CHiAyBaHHS Ta CTaB OJHUM 13 HANOUIBII
BUKOPUCTOBYBAHUX JDKEpEN JIETITUMHUX email-moBiqoMIeHh y JOCHIKEHHSAX 3
aHaJi3y TeKCTy, iH(opMalliifHOi 0€3MeKH Ta MAIITMHHOTO HaBYaHHS.

Ha Bigminy Bim Phishing Email Dataset, Enron Email Dataset He micTuTh
(GINMHTOBUX TOBIOMJICHb 32 3aMOBUYBAaHHSM, a BHKOPUCTOBYETHCS SIK JIKEPENIO
pPeaiCTUYHOIO JIETITUMHOTO JUCTyBaHHs. [IOBiIOMJIEHHS B JaTaceTi OXOIUIIOIOTh
ITUPOKHI CIIEKTP MIJIOBOT KOMYHIKAIIii: cITy>k00B1 00roBopeHHs, iHAHCOBI MUTAHHS,
BHYTPIILIHI OrOJIOIICHHS, IJITaHYBaHHS 3yCTpiueil Ta 0COOMCTE JIUCTYBAHHS.

OcHoBHi xapakTepuctuku Enron Email Dataset (puc. 3.3):

® ABTEHTHUYHI KOPHOPATUBHI email-nmoBiToMIeHHS;

® HAsSBHICTH 3ar0JIOBKIB, aJIpEC BIAIPABHUKIB 1 OTPUMYBAUiB;

® PI3HOMAaHITHICTh CTHIIB IMHChMA, JOBKUHH ITOB1JIOMJICHD 1 TEMaTHKH;

® BIJICYTHICTh IITYYHOI reHeparlii abo mabJIOHHOCTI.
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Pucynok 3.3 — O3naku Ta npukiaau 3 Habopy Enron Email Dataset

3aBasku nuuM BiaacTuBocTsIM Enron Email Dataset mrpoko BUKOPUCTOBY€EThCA K
6a30Buil HAOIp JIETITUMHUX MOBIJOMJICHD JJI1 TOOYA0BH 30aaHCOBAaHUX JATaceTIB y
3aa9ax (GimMHT-AeTeKIil. Y MeXax JaHOIo JOCIKEHHS MoBigomieHHs 3 Enron
Dataset BUKOpHUCTOBYIOTBbCSI SIK HeraTMBHUN kinac (non-phishing), mo mgo3Bosse
MOJICITIOBATH PEAIICTUYHI YMOBH KOPIIOPATUBHOTO CEPEIOBHUIIIA.

Kom0OinyBanns Phishing Email Dataset Ta Enron Email Dataset no3Bosse
chopmyBaTH 30aaHCOBAHMN 1 PENpPE3CHTATUBHUI HaOlp NAaHUX [JIs HaBYaHHS Ta
TECTyBaHHA Mojeneil. Takuii miaxia 3a0e3neuye:

® HASBHICTh peATbHUX MPUKIIAJIB (PIIIIMHTOBUX aTaK;

® BUKODUCTAHHS AaBTEHTUYHUX JICTITHMHUX TMIOBIIOMJICHh 0€3 IITY4YHOI
reHepaiii;

® MOXJMUBICTh OIIHUTH 3JaTHICTh MOJEJIEeH  BIIPIZHATH  (DIIIMHTOBI

MOBIJJOMJICHHS BiJl p€ajJbHOTO KOPIOPATUBHOTO JIMCTYBAHHS.
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OcoOmmBo BaxymBuM € Te, mo Enron Email Dataset micTuth CcKiamHi,
KOHTEKCTHO HACHYEHI TEKCTH, AKI MOXYThb OyTH TMOMMHJIKOBO KJIacH(piKOBaHI SK
(GImMHTOB1  TpaauIIHHUMU aidroputMamu. Lle cTBOprOo€e mOAATKOBI YMOBH ISt
NEepeBipKH TIepeBar BEJIMKHX MOBHUX MOJENEH, 3MaTHUX BHKOHYBAaTH TIHOOKHIA
CEMaHTUYHUH Ta MparMaTUIHUIA aHa13 TIOB1IOMJICHb.

VY nictunry 3.1 HaBeneHO npoliec OalaHCyBaHHA 00’ €JHAHOTO 1aTACeTy MIISTXOM
BUITQIKOBOTO BiJI00PY OJTHAKOBOT K1JIbKOCTI (DIIIMHTOBUX Ta JETITUMHUX €JICKTPOHHUX
MoBiAOMJICHb. Takuil MiAXiA J03BOJSIE YCYHYTH AMCOANaHC KiaciB 1 3a0e3MmeduTu
KOpPEKTHE HaBYaHHS Mojenied 0e3 3MIIIeHHS pe3yibTariB Kiacudikaiii B OIK

JOMIHYIOYOIO KJIacy.

Jlictunr 3.1 — banancyBaHHs HAa0OpIB JIaHU3 32 KUIBKICTIO MTOBIIOMJICHD
# BusHaueHHS MiHimManbpHOI kKiJBKOCT1 NOB1ZOMIIEHB

min size = min(len(phishing df), len(enron df))

# BunanxoBuy Bin®ip omHakOBOI KijbkocTi 3amnmcis
phishing sample = phishing df.sample (n=min size,
random state=42)

enron_sample = enron df.sample(n=min_ size, random state=42)

Y mpomeci ¢dopMmyBaHHS 00 ’€QHAHOTO JlaTaceTy MiHIMaJIbHA KUIBKICTh
MOB1IOMJICHb OyJia BU3HAU€HA Ha OCHOBI MEHIIIOTO 3 JIBOX BUXIJHUX HAOOPIB JaHUX.
Enron Email Dataset micTuts 29 767 AeriTUMHHUX €1€KTPOHHUX MOBIAOMIIEHB, TOI1 SIK
Phishing Email Dataset micTuTh 82 486 (ilIMHTOBUX MOBIIOMIIECHbD.

3 MeToro OanaHCyBaHHsI KJIACiB 13 KOXKHOTO Jlatacety Oyso BiniOpano mo 29 767
MOBIJIOMJICHb, YHACTIIOK 4oro (piHampHHUM 00’emHanmii HaOlp maHux (JicTuHr 3.2)
cknagaBca 3 59 534 enekTpoHHUX JUCTIB, 3 AkuUX 29 767 ¢dimmnroBux ta 29 767
neriTuMHUX. Taka CTpykTypa 3a0esleuye MOBHICTIO 30allaHCOBaHy BHUOIPKY IS

IIoJaJbIIOIr0 HaBYaHHA Ta OHiHIOBaHHH MOI[GJIGI\/JI.

Jlictunr 3.2 — @opMyBaHHS TOCIIKYBAHOTO HAOOPY TAHUX

# OB'epgHaHHA QIlUMHTOBUMX Ta JIeT1TUMHUMX I[IOB1IOMIIEHB
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[IponoBxeHHs JicTUHTY 3.2
combined df = pd.concat ([phishing sample, enron_sample],
ignore index=True)
# TepemimyBaHHA 3anmMcis
combined df = combined df.sample (frac=1,
random state=42) .reset index (drop=True)
# IepeBipka poz3nomisy KJjacis

print (combined df["label"].value counts())

3 METOI0 YCYHEHHSI T€XHIYHOrO IIyMy Ta MPUBEACHHS TEKCTOBUX JaHUX IO
YHI(QIKOBAaHOTO BUIJISIAY OyJI0 BHUKOHAaHO TOMEPEAHIO OYUCTKY EJIEKTPOHHUX
MOBIJOMJIEHb. 30KpeMa, 3/1MCHIOBaNIacs HOpMali3alis perictpy, BugaieHHss HTML-
posmitku, URL-aapec 1 cmemiaapHUX CHMBOJIB, IO HE HECYTh 3MICTOBOIO

HaBaHTa)xeHHs. Peanizailito 3a3Ha4€HUX Orepallii moJano y JicTUHTYy 3.3

Jlictunr 3.3 — I[onepenHs 00poOKa TEKCTOBUX TaHUX

import re

def clean text (text):

text = text.lower ()

text = re.sub (r"<.*?>", ""  text) # BupasieHHs HTML

text = re.sub (r"http\sS+", "", text) # BupasieHusa URL

text = re.sub(r"["a-z\s]", "", text) # BUOAJIeHHA
CIIELICUMBOJI1B

text = re.sub(r"\s+", " ", text).strip|()

return text

combined df["text"] = combined df["text"].apply(clean text)

URL-anpecu Oynu BugaieHi 3 TEKCTOBUX MOBITOMJICHb 3 METOIO 30CEPEHKCHHS
JOCJIIDKCHHST Ha JIHTBICTUYHUX 1 KOHTEKCTHUX O3HakKax (PIIMHTOBUX atak. Takwuii
MIIX11 J03BOJISIE YHUKHYTH BIUIMBY HAAMIPHO CHJIBHMX TEXHIYHHUX MapKepiB Ta
3a0e3nedyye KOPEKTHE TMOPIBHAHHS €(EKTUBHOCTI BEJIMKHUX MOBHHMX MOJENeH 1
KJIACUYHUX QJITOPUTMIB MAIIMHHOTO HAaBYaHHS CaM€ Ha PIBHI aHali3y TEKCTOBOIO

BMICTY MOBIJJOMJICHb.
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VY nictunry 3.4 nokaszaHo npoiiec GopMyBaHHS HaBYaJbHOI Ta TECTOBOI BUOIPOK
[UIIXOM TOMEPEAHBOr0 BUMAJKOBOTO TMEpEMITyBaHHA OO0 €IHAHOTO JaTaceTry Ta
nojajgboro posnoaury y cmiBBiaHomeHnHi 80/20. Takuii migxim 3a0e3meuye

PIBHOMIpPHHUH PO3MOALT KJIAciB 1 BIITBOPIOBAHICTh €KCIIEPUMEHTAIBHUX PE3yJIbTaTIB.

Jlictunr 3.4 — IonepeaHs 00poOKa TEKCTOBUX JaHUX

from sklearn.utils import shuffle

# IepemimyBaHHA HaTaceTy

shuffled df = shuffle(combined df, random state=42)
# Bu3HaueHHS po3Mipy TecToBOl BUO1pKM

test ratio = 0.2

test size = int(len(shuffled df) * test ratio)

# Posmonis Ha HaBYaJbLHY Ta TECTOBY BUOI1pKU

test df = shuffled df.iloc[:test size]

train df = shuffled df.iloc[test size:]

# BumijieHHS O3HAK Ta MI1TOK

X train = train df["text"].values
y train = train df["label"].values
X test = test df["text"].values

y _test = test df["label"].values

Y pesynpTaTi BHUKOHaHUX eTamiB Oyjo copMOBaHO 30allaHCOBAaHUM Ta
yHI1(piKOBaHUHN 00’ €THAHUI IATACET, 110 MOEAHYE (PIIIMHIOBI Ta JETITUMHI €JI€KTPOHHI
MOBIJIOMJICHHSA 3 pi3HUX JKepen. [IpoBeaeHa momepeaHs o0poOka TEKCTOBUX JTaHUX
J03BOJIMJIAa YCYHYTH TEXHIYHUH MIyM 1 30CEpEeIAuTH TOAANBIINK aHami3 Ha
JIHTBICTUYHUX Ta KOHTEKCTHHUX O3HAaKaX IOBIIOMJIEHb. bajlaHCyBaHHS KJIaciB
3a0e3MeurnsIo KOPEKTHI YMOBH JIJII HABYAHHS Ta MOPIBHSUIBHOTO OI[IHIOBAHHS MOJIEICH
0e3 3MIIIeHHs pe3yibTaTiB y Oik goMiHyrodoro kiacy. ChopmoBaHuil HaOlp AaHUX
MITUTH JIMIIE TEKCT Ta MITKY, 1[0 CTBOPIOE HAAIIHY €KCIEPUMEHTaIbHY OCHOBY IS
MOJAJbIIOr0 HABYaHHS BEJIMKUX MOBHUX MOJeENed 1 KIAaCHYHUX aJIrOpUTMIB

MaIIMHHOTO HaBYaHHS Yy 3a/1a4l BUSBICHHS (IIIMHTOBUX MOBIJIOMIICHbD.
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3.3 Peaqizanis ta fine-tuning LLM

JIJisl eKCTIepUMEHTAILHOTO JTOCHIKEHHSI B MEXaX JaHoi podotu Oyno oOpaHO
KUIbKa TPEJCTABHUKIB CYyYaCHUX BEJIMKHX MOBHHMX MOJENEH, sIKI BIJIPI3HSIIOTHCA
MIIXOI0OM JI0 HaBYaHHS, apXITEKTYPOIO Ta CIIEHAPISIMU MPAKTUIHOTO BUKOPHUCTAHHS.
OcCHOBHOIO METOI0 BHOOPY MOJIeleil € OLIHIOBaHHS iX NPUJATHOCTI A0 3ajaul
BUSBJICHHS (DIIIMHTOBUX TOBIAOMJIEHD Y PI3HUX YMOBAX 3aCTOCYBaHHS.

[Tepmoro o6panoro monemwto € GPT (Generative Pre-trained Transformer), sika
IIPE/ICTABIISAE KIIAC 3aKPUTUX, IHCTPYKTUBHO OPIEHTOBAHUX BEIMKUX MOBHUX MOJIEICH.
Mopneni cimeiictBa GPT 1eMOHCTPYIOTh BUCOKI MTOKa3HUKHU SIKOCTI y 3a/layax aHai3y
IPUPOAHOI MOBH, 30KpeMa B IHTEpIpETallii HaMIpy TEKCTY, KOHTEKCTY TTOBIJOMIICHHS
Ta MPUXOBAHUX COIIOTEXHIYHUX MAHIMYJSALIA. 3aBAsSKA MexaHi3MaM instruction-
following 1 zero-/few-shot learning GPT noOpe miaxoauts ayig 3a1a4 kiacudikarii
TEKCTiB 0€3 HEOOX1JHOCTI MOBHOTO NIEpeHaBYaHHS Ha BEJIMKUX 00CATax JIaHUX.

Jpyrorwo Moaemio, BUKOpUcTaHor y nociikenHi, € LLaMA (Large Language
Model Meta Al) — BiakpuTa BelaMKa MOBHAa MOJENb, SIKa JTO3BOJISIE peali3yBaTH
MOBHOIIHHUY Tporiec JoHaBuaHHs (fine-tuning) Ha BacHux Habopax nanux. LLaMA
€ 0COOJMBO IIHHOIO 3 TOYKH 30PY HAYKOBOTO JOCHIIKEHHS, OCKUIbKU 3a0e3neuye
KOHTPOJIb HaJ TapaMeTpaMHd HaBUYaHHS, apXITEKTypOIO Ta TimeprapameTpamu, o
J03BOJISIE  JOCHIAUTH BIUMB fine-tuning Oe3mocepeiHbO HA SIKICTh BUSBJICHHS
(IIIMHTOBHUX MOBIJOMJICHb.

JIist  po3mMpeHHsT apXITeKTYypHOTO TIOPIBHSHHS Yy  JIOCHIJDKEHHI TaKOX
Bukopuctano wmonaenb FLAN-TS, ska nHanexuts g0 kiacy encoder—decoder
TpaHchopMepiB 1 MIATpUMYE Mapagurmy text-to-text learning. ¥V wmexax miei
napaaurMu OyJb-sKa 3ajada, 30Kpema Kiacudikailis, (OpMYyITIOEThCA SK 3aaada
reHepailii TekcTtoBoi BiamoBiai. 3actocyBaHHs FLAN-TS no3Bossie peanizyBaTu
BUSBJICHHSI (DIIIIMHTOBUX TIOBIJJOMJICHb y TE€HEpaTUBHOMY ¢dopmari, 1€ MOJEIb
0e3nocepelHbO TeHepye MITKY Kjacy y BUJIsal TekcTy (phishing abo legitimate).
Takuil miaxiJ € METOOJOTIYHO Y3Tro/keHUM 13 koHueniiero LLM Ta 3abe3neuye

MOPIBHSHHSA PI3HUX T€HEPATUBHUX apXITEKTYp Yy 3aAadi (PIlIMHT-IeTeKIIi].
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OOpanuii HaOip Mojenel A03BOJSE OIIHUTU TOTEHIa] BEJIMKUX MOBHHX
Mozenel y 3ajadi BUABICHHS (IIIMHTOBUX MOBIAOMJICHb 3 YpaxyBaHHSIM Pi3HUX
MIIXO/IIB IO TeHepaIllii, HaBYaHHS Ta IHTEpIpeTallii TEKCTY.

[Iporiec BUKOpHCTaHHS BEIWKUX MOBHUX MOJENCH y Mexax JaHoi poOoTH
pealli3oBaHoO Y JBOX OCHOBHUX CILIEHAPISX:

o s mogaenei GPT 3acTocoByeThbes IHCTPYKTUBHMMA MIAXIJ A0 Kiacupikarii
0€3 MOBHOTO TIepEeHABYAHHSI,

o s moxaenet LLaMA ta FLAN-TS peanizyerbest toHaBuanHs (fine-tuning)
Ha 00’eTHAHOMY JaTaceTi (GIIIMHTOBUX 1 JIETITUMHHUX €JIEKTPOHHHUX MOBI1IOMJICHb.

B ycix Bumagkax Ha BXiJ MOJEII MOJAETHCS OYMILEHUN TEKCT €JIEKTPOHHOTO
JUCTA, a BUXITHUM PE3yJIbTaTOM € MPOTHO3 KiIacy MoBiAoMIIeHHs. [ 3a0e3neueHHs
HOPIBHIOBAHOCTI PE3yJbTAaTIB BHUKOPUCTOBYETHCS €IUHA cxema (OpPMYJIIOBaHHS

THCTPYKIIiH Ta yHipikoBaHU (HopmaT BiAMOBIIEH.

3.3.1 Peanizanisa kiaacudikanii GpiliMHroBUX MOBiZOMJIEHb 32 JOMOMOIOK)

GPT

JIns excriepuMeHTaIbHOTO JOCIIKEHHSI B MEKax JaHoi poboTu Oysio oOpaHO
KUIbKa MPEJCTAaBHUKIB CYyYaCHHUX BEJIMKMX MOBHHMX MOJENEH, SIKI BIAPIZHSAIOTHCS
17IX0JIOM JI0 HaBYaHHS, apXITEKTYPOIO Ta CIICHAPISIMHU MPAKTUIHOTO

VY Mexax AaHOro IOCHIIKEHHS Kiacudikailis (IIIMHTOBUX TMOBIAOMIIEHb 3a
nonomoroto  GPT peanizyeTbcss 3 BUKOPUCTAHHSM JIBOX OCHOBHHMX IIiJIXO/IIB:
instruction-based classification ta few-shot learning, sixi He MOTpPeOyIOTh KIACUYHOTO
JIOHABUYAHHSI MOJIEJl IIJISXOM TPaJI€HTHOI ONMTUMI3AIlli, ajie BOJHOYAC JO03BOJSIOTH
e(EeKTUBHO aIaNTyBaTH MOBEIIHKY MOJIEJI 10 KOHKPETHOI MPUKJIAIHOT 3a/1aul.

Instruction-based migxin mepenbayae GopmMyrOBaHHS 3a/1adl y BUTIISAL YiTKOI
TEKCTOBO1 IHCTPYKIIii, sIKa 3a7a€ PoJib MOJEJI, OMKHCYE METy aHaji3y Ta BHU3HAYAE
dopMaT ouiKyBaHOTrO pesynbrary. Y Takomy Bunaaky GPT posrismaerscs sk
yHIBEpCAJIbHUI MOBHUM areHT, SIKUW IHTEPIPETYE IHCTPYKIIO Ta 3aCTOCOBYE CBOi

y3arajibHeH1 MOBH1 3HaHHS JIJISl IPUUHSATTS pillieHHs (JICTUHT 3.5).
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Jlictunr 3.5 — TekctoBa iHcTpyKuis gt GPT

You are a cybersecurity expert specializing in phishing
detection.

Analyze the following email message and determine whether it is
phishing or legitimate.

Return only one word as the answer:

- phishing

- legitimate

Email text:

"{EMAIL TEXT}"

VY nanomy mictunry {EMAIL TEXT} mo3Hadae TEKCT €IEKTPOHHOTO JIUCTA 3
00’€THaHOTO JaTaceTy Micisl MONepeaHbOT OYMCTKH Ta HopManizaiii. OOMexeHHs
dbopmary BIJMOBII OJHUM CIIOBOM JIO3BOJISIE ABTOMATHU3YBAaTHU MOJAIIBITY OOPOOKY
pe3yIbTaTIB Ta OOYMCIICHHS METPUK SKOCTI Kilacudikarrii.

JIns miABUIEHHST TOYHOCTI Ta CTa0lIBbHOCTI pPe3yibTaTiB y pOOOTI TaKOX
3actocoBaHo few-shot miaxija, sikuii nependavyae HaJaHHS MOJEII KUTbKOX MPHUKIIAJIIB
KOPEKTHOI Kilacu@ikauii 0e3nocepeaHpo y 3anuTi. Taki NpUKIaal BUKOHYIOTH POJIb
HESBHOTO HABYAJIIBHOTO HA0OpY Ta JO3BOJISAIOTH aMalTyBaTH IMOBEIIHKY MOCHI 10

criennQiky 3a1aui.

Jlictuur 3.6 — Few-shot qius GPT

You are a cybersecurity expert specializing in phishing
detection.

Below are examples of email messages and their correct
classifications.

Example 1:

FEmail text:

"Your account has been suspended due to suspicious activity.
Please click the 1link below to verify your identity."

Classification: phishing

Example 2:

Email text:

"Dear team, please find attached the minutes from yesterday’s

meeting."
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Classification: legitimate

Example 3:

EFEmail text:

"We detected wunusual login attempts. Confirm your account
details immediately to avoid service interruption."”

Classification: phishing

Now analyze the following email message and determine its class.

Return only one word as the answer:

- phishing

- legitimate

Email text:

"{EMAIL TEXT}"

HNanuit popmatr npomnTy 3a0e3mnedye BiATBOPIOBAHICTh EKCHEPUMEHTY Ta
JI03BOJISIE KOPEKTHO TMopiBHIOBaTH pe3yibTatd GPT 3 knacuuHumu anropuTMaMu
MaITUHHOTO HAaBYaHHS Ta 1HITMMH BETMKUMHA MOBHUMH MO/IEIISIMHU.

VY mpomeci ekcriepuMmeHTaibHoro 3acrocyBaHHss GPT nmns  kimacudikamii
(GIIIMHIOBUX TMOBIAOMIIEHh OyJIO MpOaHali30BaHO BIUIMB MapaMeTpiB prompt-
HaJalllTyBaHHS Ha SKICTb 1 CTaOUIbHICTh pe3yabpTaTiB. Halikpaill MNoKa3HUKH
3a0e3neunsia KoHpirypariisi 3 Hu3bkoro Temmeparyporo (0,0-0,2), mo MiHiMI3ye
CTOXACTUYHICTh 1 3a0e3mnedye JeTepMiHOBaHI BIAMOBiAI. ONTUMAIBHOIO BUSIBUJIACS
KUTBKICTh 2—3 few-shot mpukiaiB, siki CyTTEBO MiABUIIYBAIM TOYHICTh Kiacudikarrii
0e3 mepeBaHTaXKEHHSI KOHTEKCTY. MakcuMasbHa JIOBKMHA KOHTEKCTY 0OMeKyBasacs
1 000-1 500 TokeHaMu, IO € AOCTATHIM ISl OUTBIIOCTI €JICKTPOHHUX JIUCTIB MICIIS
nonepeaHbo1 00poOKU. 30UTBIIIEHHS KITHKOCTI TPUKIIAAIB a00 TIOBKUHU KOHTEKCTY HE
J1aBaJIo iICTOTHOTO MPUPOCTY siIKocTi. Came 3a3HaueHa KoHpirypaitis 0yjia BAKOpUCTaHa

JUTsl ocTaTo4HOTrO orfiHtoBaHHs Moneni GPT y mexxax mocimimkeHHs.

3.3.2 Peanizauis Ta fine-tuning mozeai LLaMA s kiaacugikaunii

(imuHroBUX NOBiOMIIEHD

Ha Bigminy Bim mopeneit cimeiictBa GPT, siki B Mexax aHOTO JOCTIIKEHHS

BUKOPHCTOBYIOTBCS TIEPEBAXKHO y pekuMax instruction-based ta few-shot inference
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0e3 mpsIMOT0 OHOBJICHHS IMapameTpiB, Moaenb LLaMA Hagae MOXKITUBICTB peatizyBaTu
MOBHOITIHHE JoHaBuaHHA (fine-tuning) Ha BiacHoMy HabOopi manux. lle mo3Bossie
aJanTyBaTH MapaMeTpu Mojem 0e3mocepeHbo A0 crenudiku MpuKIagHoi 3a1adi 3
ypaxyBaHHSM XapaKTEPHUX MOBHUX, CTHJIICTUYHUX Ta COIMIOTEXHIYHUX OCOOIUBOCTEH
TaKOrO KOHTEHTY.

Jlns kopextHoro fine-tuning LLaMA o006’eqnanuii gatacer, copMoBaHU Ha
ocHoBl Phishing Email Dataset ta Enron Email Dataset, 6yno mnpuBeaeHo a0
IHCTPYKTUBHOTO (popmary (instruction tuning). Kosken npukiaa y HaB4alIbHINA BUOIpII
CKJIQ/IA€THCS 3 TPHOX OCHOBHHX KOMIIOHEHTIB:

e Instruction — TekcToBe POPMYITIOBAHHS 3aBIaHHS JJISI MOJIEIN;

e Input — TEeKCT €NEKTPOHHOIO JHCTA;

e Output — ouikyBaHa BiANOBiAb y BUrsial kinacy (phishing abo legitimate).

Takuii hopmat 103BOJIsIE HABYUATH MOJIEIb HE JIUIIIE 3/A1MCHIOBATH KJlacuikallito,
ajle ¥ KOPEKTHO IHTEpIpETyBaTH caMy IIOCTAaHOBKY 3ajadi, M0 € BaXXJIHUBOIO

nepesaroto instruction-tuned LLM.

Jlictunr 3.7 — IlinroroBka nanux s fine-tuning LLaMA
def format example (text, label):
return {
"instruction": "Classify the email as ©phishing or
legitimate.",
"input": text,
"output": "phishing" if label == 1 else "legitimate"
}
train data = [format example(t, 1) for t, 1 in zip(X train,

y train)]

VY HaBeneHOMY JICTHHTY peani3oBaHO (YHKIIIO (OpMaTyBaHHS HaBYaIbHUX
MPUKIIAAIB, sIKa TIEPETBOPIOE CHPiI TEKCTOBI JaHI Ta BIAMOBIAHI MITKH KJaciB y
CTPYKTypoBaHUM Qopmat, mpumaTHuii ana jaoHaByanHa LLaMA. Takwuit migxina
3a0e3nedye yHI(pIKOBaHY MOJady JaHWX Ta CIPOIIY€E MOJAJbINEe MacIITaOyBaHHS

EKCIICPUMEHTIB.



60

[Ticyist miATOTOBKY HAaBYAIBLHOTO JIaTaceTy 31MCHIOEThCS O€3MOocepe/IHIi mpoLiec
fine-tuning, sikuii moyArae B ONTUMI3alii mapaMeTpiB MOJENl Ha OCHOBI BTPaT MIXK
3T€HEPOBAHOI0 Ta €TaJOHHOIO BiAMOBiAM0. Ha BiAMIHY Bil KIACHYHUX MOJENEH
MaIIMHHOTO HABYAHHSI, JI€ ONTUMI3allisl BUKOHY€EThCA JUIsl (PIKCOBaHOTO HAOOPY O3HAK,
LLaMA mixn yac AOHaBYaHHS OHOBIIOE BHYTPIIIHI MOBHI pempe3eHTamii, o
dbopMyrOThCS Ha PiBHI TpaHC(POPMEPHHX IIAPIB.

VY Mexax JOCHIIKEHHS] BUKOPUCTAHO CTaHIAPTHUM 1HCTpyMEHTapiil 010:110TeKu
Hugging Face Transformers, 30kpema kiac Trainer, sikuii 3a0e3neuye abCTpakiiito Haj
[IUKJIOM HaBYaHHS, JIOTYBAHHSM 1 30€pEKEHHSIM MPOMIKHUX PE3yJIbTaTIB.

VY nictunry 3.8 BU3HaY€HO OCHOBHI rineprnapamMeTpu HaBYaHHs, 30KpeMa po3Mip
0aTdy, KIUTBKICTh €MOX Ta IIBUAKICTh HaBuaHHi. Bubip HeBemukoro batch size
00yMOBJICHUI BUCOKMMH OOYMCIIOBaIbHUMU BUMoramMu LLaMA, Tosi sk 3HaueHHs
learning rate migiOpaHo 3 ypaxyBaHHSM PEKOMEHJALIN JJIs JOHABYAHHS BEJIMKUX

TpaHCHOPMEPHUX MOJIETIEH.

Jlictunr 3.8 — Fine-tuning LLaMA

from transformers import Trainer, TrainingArguments

training args = TrainingArguments (
output dir="./llama finetuned",
per device train batch size=2,
num train epochs=3,
learning rate=2Ze-5,
logging steps=100,
save strategy="epoch"

)

trainer = Trainer (
model=1lama model,
args=training args,
train dataset=train dataset

)

trainer.train ()
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Fine-tuning mo3BoJisie Mojiel aganTyBaTH BHYTPINIHI MOBHI perpe3eHTalli 10
crnenudiky PIIMHTOBUX MOBIAOMIICHD. Y PE3yibTaTi MOJAEIb HE JIUIIE 3amaM’ STOBY€
MOBEPXHEBI O3HaKH, a (HOpPMy€e y3arajbHEHE PO3YMIHHS Hamipy MOBIJOMIICHHS, IO
M1JBUIIYE ii 3AaTHICTh BUSABIIATH HOBI, paHiIlle HEB1IOMI (QIIITMHTOBI KaMIIaHii.

VY mporeci fine-tuning momeni LLaMA Oyno ekcrepuMEHTaldbHO Mii0paHo
rineprnapaMeTpy, 1o 3a0e3nedri HaWKpallll MOKa3HUKU SIKOCTI Ha BasidariiiHii
BUOIpIi. ONTUMANIbHOIO BUSIBUIJIACS KOH(ITypallis 3 KUIBKICTIO €noX 3, MIBHIKICTIO
HaByaHHs 2x107° Ta po3mipom Oatuy 2, ska 3abe3mneunsa cTaOlIbHY 301KHICTH 0e3
O3HaK nepeHaB4yaHHsa. HaBuanHs mpoBoauiocs y ¢gopmarti instruction—input—output,
o0 CHPUSAJIO Kpauli ajanTamii Moeml A0 3ajadl Kiaacu@ikamii (iIMHroBUX
noBiomsienb. Came 1 koHdirypanis Oyla BHKOpPUCTaHAa JUIsl OCTATOYHOIO
noHaBuaHHs Mojeni LLaMA y mexax JocCiipKeHHS.

Buxopucranns fine-tuning mms LLaMA 3a0e3nedye Ouibln  TIHOOKY
crieriaizaiio Mojeli NopiBHSIHO 3 inference-only migxomamu Ta CTBOPIOE HAIINHY
OCHOBY JIJI5 TOAAJIBIIOT0 MOPIBHAIBHOrO aHani3zy 3 GPT Ta KilachuHUMU alNropuTMaMu

MAIlIMHHOTO HAaBYaHHSI, SIKUM OyJie IPeACTaBICHO Y HACTYTHUX Miapo3i1ax poOOTH.

3.3.3 Peanizauis Ta fine-tuning mozeai LLaMA s kiaacugikaunii

(imuHroBUX NOBiAOMIIEHD

Mopens FLAN-TS HanexuTh 10 KJIacy TEHEPAaTUBHHUX TpPaHCPOPMEPHUX
MOJIeNIeH, y SIKUX yCi 3a7a4i 0oOpoOKH MPUPOJIHOT MOBU (DOPMYITIOIOTHCS B €JIMHIN
napagurmi text-to-text. Y wMexax JaHOro JIOCHIPKEHHS 3ajJada BUSIBJICHHS
(IIMHTOBUX NOBIAOMIIEHb Oyjia cpopMysibOBaHa K 3ajadya TreHepanii KOPOTKOi
TEKCTOBOI BIAMOBiAI, 110 BIAMOBIZA€ KJIAcy TMOBIJOMIICHHA. Takuil MiaXin
y3rOJKYETbCsl 3 apXiTeKTypHuUMH  ocoOnuBocTsiMu  FLAN-TS 1 no3Bossie
BUKOPHUCTOBYBATH MOJIeTb 0€3 MOAM(IKaIli BUXITHOTO HIapy.

st peamizamii fine-tuning 06’eqHaHUil TaTaceT €JNIEKTPOHHUX JIMCTIB OyIo
nepeTBOPEeHO y (gopMaT map «BXIAHMH TEKCT — IIJILOBUM TEKCT». BXIITHMI TEKCT
MICTUB IHCTPYKTUBHE (POPMYITIOBAHHS 334l pa30M 13 TEKCTOM €JIEKTPOHHOTO JIUCTA,

TOAl K IUJIbOBUM TEKCTOM BHUCTyIaja BiAmoBigHa MiTka kiacy (phishing a6o
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legitimate). Takuit popmat 103BOJISIE MOJIEN OJTHOYACHO IHTEPIPETYBATH 3aB/IaHHS Ta

3IACHIOBATH KJacU(iKallilo HA OCHOB1 3MICTY TOB1IOMJICHHS.

Jlictunr 3.9 — IMiaroroska nanux juis fine-tuning FLAN-TS
from transformers import TSTokenizer
tokenizer = T5Tokenizer.from pretrained("google/flan-t5-base")

def preprocess (example) :

input text = f"Classify this email as phishing or
legitimate: {example['text']}"

target text = "phishing" 1if example["label"] == 1 else
"legitimate"

return tokenizer (
input text,
text target=target text,
truncation=True,
padding="max length",
max length=512

VY nictunry 3.9 peanizoBaHO eTan TOKEHI3allll Ta MiArOTOBKY JaHUX J0 HABUYAHHS.
3acTocyBaHHS IHCTPYKTUBHOTO Tpedikca y BXITHOMY TEKCTI JO3BOJISE YITKO 3a/1aTU
KOHTEKCT 3aj1a4i, TOA1 K BUKOPUCTaHHS mapameTpiB truncation 1 padding 3abe3neuye
yH1()IKOBaHY JIOBKHUHY MOCIIJOBHOCTEMN, HEOOX1IHY JIJIs1 TAKETHOT 0OPOOKHU TaHUX ITi]T
yac HaBYaHHSI. MakcuManbHa JoBXHHA ¥ 512 TokeHiB Oyna oOpaHa 3 ypaxyBaHHSIM
CEpEeHbOI JOBKUHH €JIEKTPOHHUX JIUCTIB Ta 0OMEKEHb O0OUHCIIIOBAIBHUX PECYPCIB.

VY mporeci ekcrnepuMeHTaabHOTo MiAdopy TineprnapaMerpiB Oyj0 BCTAHOBJIEHO,
10 HaWKpamy pe3yJbTaTH Ha BalifaliiiHiil BuOipui 3abe3nedye KoHIryparis:
num_train_epochs = 3, learning rate = 3x1075, per device train batch size = 8,
weight decay = 0.01. 361bIIeHHS KIIBKOCT1 €MIOX TTOHA TPU HE JaBaIO CTa01ILHOTO
OPUPOCTY SKOCTI Ta MIJBUILYBAJIO PU3UK NEPEHABUYAHHS, TOAl SK BHILI 3HAYEHHS
IIBUJIKOCTI HAaBYaHHS MPHU3BOAWIM 10 HecTabuIbHOI 301xkHOCTI. CaMme 3a3HaueHa
KoH(iryparris Oyna BUKOpucTaHa /st octraroyHoro noHaBuaHHs FLAN-TS y mexax

JIOCIIDKEHHS.
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[Tlincymyemo BumieHanucane, fine-tuning FLAN-TS5 y mapagurmi text-to-text
703BOJIsie  Oe3MocepeTHhO TeHepyBaTH MITKY KJacy $K TEKCTOBY BIAMOBIAb, IO
MOBHICTIO BIJIMOBIa€ T€HEPATUBHIA MPUPOAI BEIMKUX MOBHUX Mojejeil. 3aBasku
TaKOMY MiIXOJy MOJIEJIb HAaBYAE€THCS HE JUIE PO3Mi3HABATH (iIIMHIOBUN KOHTEHT,
ajie i KOPEKTHO IHTEPIPETYBATH IHCTPYKTUBHI (POPMYITIOBAHHSA 3a/1a4i, 11O ITi/IBUIIY€E
il y3araqpHIOBaJIbHY 371aTHICTh Ta POOUTH MPHUIATHOIO JUISI BUKOPUCTAHHS B Pi3HUX

CIIEHApIsSIX aHaJi3y (QIITUHTOBUX MOBIIOMJICHb.

3.4 Inentudikanmis QIMHIOBMX TMNOBIIOMJIEHb 3 BHKOPHCTAHHAM

RJIACHIHHUX aJII‘OpI/ITMiB MAaIIUMHHOI0O HABYaHHHA

[TapanenbHO 3 eKCIEpUMEHTAMH HaJl BEJIMKUMH MOBHUMHU MOJEISIMU y POOOTI
OyJio peali3oBaHO 0a30BYy €KCIEPUMEHTAIbHY JIIHIIO 3 BUKOPUCTAHHSIM KJIACUYHUX
QITOPUTMIB MAIlIMHHOTO HaBYaHHs. MeTOI0 JaHOTO eTaiy € POopMyBaHHS KOPEKTHOTO
€TaJJOHHOTO PIBHA, SAKUW J03BOJIsI€E 00’ €KTUBHO MOPIBHATH €()EKTHUBHICTDH IIJIXO/IIB,
3acHOBaHMX Ha LLM, 13 TpaauuiiHMMH METOJaMHU aBTOMATHYHOI Kiacupikaii
(IITMHTOBHX TTOBITOMJICHbD.

VY Mexax 0a30Boi JiHIT 0yJI0 BUKOPUCTAHO HU3KY MOIIMPEHUX 1 J00pe BUBYEHUX
IrOPUTMIB MAalIMHHOTO HAaBYaHHS, 30KpEMa JIOTICTUYHY PETPECito, METO/ OMOPHHUX
BekTopiB (SVM), HaiBHui OaeciBcbkuil Kiacudikarop Ta aHcamOJIeBlI METOIU
(Random Forest). 3a3HaueH1 airOpUTMU MIUPOKO 3aCTOCOBYIOTHCS Y 3a7a4axX aHai3y
TEKCTIB 1 BUSBJIEHHS (DIIIMHTY Ta JO3BOJISIOTH OIIHUTH €(DEKTUBHICTH TPAIULIIHHUX
M1JIXO/I1B 32 YMOB OJTHAKOBOTO Ha0OPY BX1THUX JTaHUX.

Jlnst  mpencTaBiaeHHS — TEKCTOBUX — JIAHMX Yy YUCJIOBOMY  BHTJISI
BUKOPUCTOBYBAJIKCS KJIACMYHI METOJIM BEKTOpM3allii, 30kpema bag-of-words ta TF-
IDF. Iliaxin bag-of-words 103BoJisie MOIEIIOBATH TEKCT SIK BEKTOP 4acTOT CIiiB 0e3
ypaxyBaHHsS MOpsAKYy ix posrauryBanHs, Toal sk TF-IDF nomatkoBo BpaxoBye
1HGOPMAaTUBHICTh TEPMIHIB Y MeXaX yChOro KOpIyCy JAOKyMEHTIB. Bukopucranus
000X METOMIB BEKTOpHU3aIlii Jajio 3MOTYy WpPOAaHANI3yBaTH BIUIUB CIIOCOOY

MpEe/ICTaBICHHS TEKCTY Ha pe3yJIbTaTu KiIacu(ikarlii.
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HaBuaHHS Ta OIIiHIOBaHHS KJIIACHYHUX MOJETEH 3IHCHIOBAIHCS HA TOMY X
00’ eqHaHOMY naTtaceTi, mo i ekcnepuMmentu 3 LLM, i3 3acTOoCyBaHHSM OJHAKOBHX
HAaBYAJIbHUX, BaJifaliiHUX 1 TecToBUX BHOIpok. lle 3abe3meuye KOPEKTHICTb
MOPIBHSHHS PE3YJbTaTIB Ta BUKIIOYAE BIUIUB CTOPOHHIX (DaKTOPIB, IMOB’A3aHUX 13
PI3HHULICIO Y TaHUX.

[lepen HaBYaHHSIM aNTOPUTMIB TEKCTOBI MOBITOMIICHHS TIEPETBOPIOBAIHCS Y
YHCIIOBI BEKTOPH, MICJISI YOTO BHUKOHYBAJOCS HaBUaHHS MOJENCH Ha TpEeHYBaJIbHIN

BHOIpIIi Ta OIIHIOBAHHS HA TECTOBOMY HA0ODI.

Jlictunr 3.10 — Bekropu3auis TekcTy 3 Bukopuctanism TF-IDF
from sklearn.feature extraction.text import TfidfVectorizer
vectorizer = TfidfVectorizer (
max features=10000,
ngram range= (1, 2),
stop words="english"
)
X train vec = vectorizer.fit transform(X train)

X test vec = vectorizer.transform(X test)

Ilepen HaB4YaHHSAM QJITOPUTMIB TEKCTOBI MOBIIOMJICHHS MNEPETBOPIOBAIUCS Y
YHCJIOBI BEKTOPH, MICIsi YOTO BHUKOHYBAJOCS HABYAHHS MOJIEJEH Ha TPEHYBaJbHIN
BUOIpIIl Ta OIIHIOBAaHHS HAa TECTOBOMY Ha0OPi.

Jlorictuuna perpecist (JictuHr 3.11) BUKOpPUCTOBY€EThCS sIK 0a3oBa JiHiHA
MOJIeb KJIacu(iKallii, Mo J03BOJISIE OLIHUTH €(EeKTUBHICTh MPOCTUX CTATUCTUYHUX

MIJIXOAIB y 3a/1aul BUSIBJICHHS (DILITUHTY.

Jlictunr 3.11 — 3acTocyBaHHS JIOTICTUYHOI perpecii
from sklearn.linear model import LogisticRegression
logreg = LogisticRegression (

solver="1liblinear",

max iter=1000,

Cc=1.0,

class weight="balanced"
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)
logreg.fit (X train vec, y train)

y pred logreg = logreg.predict (X test vec)

Merton onopHuX BeKTOPiB (icTUHT 3.12) 13 JIHIMHUM s1poM A00pe MiIXOAUTh
TUTsE pOOOTH 3 BUCOKOBHUMIPHUMH TEKCTOBUMU JTAHUMH Ta YaCTO JEMOHCTPYE BUCOKY

TOYHICTB y 3aJ1auax email-kimacudikariii.

Jlictunr 3.12 — 3acTocyBaHHS METOAY OTIOPHUX BEKTOPIB
from sklearn.svm import LinearSVC
svm = LinearSVC (
Cc=1.0,
max iter=5000,
class weight="balanced"
)
svm.fit (X train vec, y train)

y pred svm = svm.predict (X test vec)

HaiBuuii 0OaeciBchkuii  knacudikarop (mictudr 3.13)  TIpyHTyeTbCS Ha
NMOBIPHICHOMY aHaJli31 4acTOT CIIB 1 € OOYHCIIIOBAIBLHO €EKTUBHUM METOJIOM JJIs

IBUJIKOT OOPOOKHM BEIUKUX OOCST1B TEKCTOBUX MOBIJOMIICHb.

Jlictunr 3.13 — 3actocyBaHHs HaiBHOTO 0a€CiBChKOTO Kiacudikaropa
from sklearn.naive bayes import MultinomialNB
nb = MultinomialNB (
alpha=0.1
)
nb.fit (X train vec, y train)

y pred nb = nb.predict (X test vec)

Bukopucranns Benukoi KiJTbKOCTI JiepeB Ta OalaHCyBaHHS KJIaciB 3a0e3neuye

M1BUIICHY CTaOUIBHICTD Kacuikailii Ta Kpally y3araJibHIOBaIbHY 3/1aTHICTh MOJIEI.
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Jlictunr 3.14 — 3actocyBanus RandomForest
from sklearn.ensemble import RandomForestClassifier
rf = RandomForestClassifier (

n_ estimators=300,

max depth=None,

min samples split=2,

min samples leaf=1,

class weight="balanced",

random state=42,

n_ jobs=-1
)
rf.fit (X train vec, y train)

y pred rf = rf.predict (X test vec)

3 MeTor0 3a0€e31eYeHHs] KOPEKTHOTO Ta BIATBOPIOBAHOTO MOPIBHSHHS PE3yJIbTATIB
JUTSI KOYKHOTO KJIACHYHOI'O aJITOPUTMY MAILIMHHOTO HaBYaHHS OyJio 3A1iCHEHO Miaoip

ONTUMAJIbHUX TiMepriapaMeTpiB KOKHOTO 3 MeTOAIB (Tabmurs 3.1).

Tabmuug 3.1 — OnTtuManeH1 TineprnapaMeTpu KiacMuHUX ML-anropuTmiB Juist

BUSIBJICHHS (DIIITUHTOBUX TTOBIIOMJICHB

Mopens OnTumanbH1 napameTpu

solver=liblinear, max_iter=1000, C=1.0,
class_weight='balanced'

C=1.0, max_iter=5000,
class_weight='balanced'

Logistic Regression

SVM (LinearSVC)

Naive Bayes (MultinomialNB) alpha=0.1

n_estimators=300, max_depth=None,
min_samples_split=2, min_samples_leaf=1,
n_jobs=-1, random_state=42,
class_weight='balanced'

Random Forest

BukopucTaHHs 1TUX HaNAMITyBaHb JIO3BOJISIE PO3TIIAIATH OTPUMaHI Pe3yJIbTaTH
K PENPE3eHTATUBHY 0a30By JIHIIO IS TMOJANBIIOTO TOPIBHSIHHSA 3 MIAXOAaMH,

3aCHOBaHHUMMH Ha BCIIMKHUX MOBHUX MOACIIAX.
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3.4 TlopiBHAILHMIA aHAJI3 pe3yJabTATiB BHUMBJEHHS (IIIMHIOBUX

NMOBIiIOMJICHD

st 00’ €KTUBHOTO TMOPIBHSIHHSA €(PEKTUBHOCTI PI3HUX IIIXOJIB JO BHSIBIICHHS
(GIMHTOBUX MOBIAOMJICHh OyJIO MPOBEJACHO OIIHIOBAHHS KIACHYHUX aJTOPUTMIB
MAaIIMHHOTO HaBYaHHA Ta BEJIMKUX MOBHUX MOJIEJCi 3 BUKOPUCTAHHSIM ONTUMAaIbHUX
napaMeTpiB, MiAIOpaHUX Ha TOMEPEAHIX eTamax JOCHIDKeHHS. Yc¢i  Mopeni
TECTYBAJIMCS Ha CHIBHIN TECTOBIM BUOIpPIIl 00’ €IHAHOTO TaTACETy Ta OLIIHIOBAJIKCS 3a
OJIHAKOBUMU METPUKAMHU SKOCTI.

JUist  oiiHIOBaHHS €(EKTUBHOCTI MOJENEe BHUKOPUCTOBYBAJIMCS CTaHIAPTHI
MeTpukHu OlHapHOi Kiacudikarli, a came accuracy, precision, recall tTa Fl-score.
3acToCyBaHHS KUIBKOX METPUK € TMPUHIUIIOBO BAXKJIMBUM Y 3a/ayl BUSBICHHS
(IUHTY, OCKUIBKA TOMWIKOBa Kiacu@ikamisa (IIMIMHIOBUX MOBIIOMJIEHb SIK
neritumHux (false negative) Moke MaTH 3HAYHO CEPHO3HINIT HACHIAKH, HIXK
XHUOHOMO3UTHBHI CIIPAIFOBaHHSI.

Knacuuni ML-anroputmu, 30Kpema JoricTuuHa perpecis, SVM, HaiBHHI
OaeciBchkuii  kimacudikatop Ta Random Forest, mpomemoHcTpyBamu cTaliibHI
pe3yabTati Ha ocHOBI TF-IDF-nipencraBnenns tekcty. Halikpaiill mokasHUKH cepen
KJIACUYHUX MIJIXOJIB 3a3BUYail I€MOHCTPYBaB JIHIMHUNE SVM, 1Mo y3romxyerbcs 3
pe3yibTaTaMu TOMEpPeNHiX AOoCHikenb y cdepi email-knacudikarii. Bomnouac
HaiBHUI 0aeciBCbKUI Kiacu(iKaTop XapaKTepU3yBaBCs HUKYOIO TOYHICTIO, alie
BHUCOKOIO IIBUIKOJI€I0, IO POOUTH WOT0 MPUAATHUM ISl 0a30BHX ab0 pecypcHO
0OMEKEHHUX CUCTEM.

Benuki MOBHI Mojeni 3arajioM MPOAEMOHCTPYBadd BHIIY 3JaTHICTh [0
y3araJbHEHHS HOPIBHSHO 3 KJIACUYHUMU ML-niaxonamu.
Mogens GPT, Bukopucrana B pexxumMax instruction-based ta few-shot kmacudixarrii 3
ONTHMAJBHUMH MapaMeTpaMu prompt-HajallTyBaHHS, [MOKa3aja BHUCOKY TOYHICTb 1
cTabinbHicTh 6e3 HeoOXimHocTi fine-tuning. Ii kmrOUOBOIO MepeBaroro € 3JaTHICTH
BpPaxOBYBAaTH KOHTEKCT, HaMip MOBIJOMJICHHS Ta COI[IOTEXHIYHI MATEPHU, IO BAKKO

(opMai3yroThCs Y BUTJISAII O3HAK.
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Mogens LLaMA micins fine-tuning Ha 00’ €1HaHOMY JaTaceTi 3a0e3neduia O1IbIIn
BIITBOPIOBaHI pe3ylbTaTh Ta 3MEHUICHHS KIIBKOCTI MOMWJIOK Yy CKJIaJHUX,
MEPCOHANI30BaHUX (DIMIMHTOBUX TOBITOMJICHHSIX. AJamnTallisl mapaMeTpiB MOJENi
JI03BOJIMJIA Kpallle BpaXxOBYBaTH cHeNU(IYHI JIHTBICTUYHI KOHCTPYKIIii, XapaKTepHi
i (imuHTy.

FLAN-TS, naBuena y mapaaurmi text-to-text, mpojaeMoHCTpyBaia KOHKYPEHTHI
pe3yJIbTaTH, TMOEIHYIOUM TEHEPATUBHHM MIiAXiA 13 YITKO BU3HA4YEHUM (opMaTrom
Bianosizi. Ii mepeBaroio € yHiBepcanbHICTh Ta MOKIMBICT 3aCTOCYBAHHS 10 Pi3HHX
IHCTPYKTUBHUX CIIeHapIiB 6€3 3MIHU apXiTEKTYp.

VY Tabnuui 3.2 HaBeeHO pe3yabTaTH Kiacu@ikaiil (GiIIMHIOBUX OBIAOMIIEHD 32
MOKa3HUKaMU accuracy, precision, recall ta F1-score ansa knacuunux ML-anroputmis

1 BEJIUKUX MOBHHX MOI[GJ'IeI\;I.

Tabnuus 3.2 — [opiBHsUIbHI MOKa3HUKHN €PEKTUBHOCTI MOJEIIEH

Mopenb Accuracy Precision Recall F1-Score
GPT 0,946 0,938 0,931 0,934
LLaMA 0,958 0,951 0,946 0,948
FLAN-T5 0,952 0,945 0,939 0,942
H;;;z::a 0,914 0,901 0,889 0,895
SVM 0,928 0,919 0,907 0,913
Naive Bayes 0,887 0,872 0,861 0,866
Random Forest 0,921 0,910 0,902 0,906

OtpuMaHi pe3yJIbTaTH CBIAYATh, 10 CEpell KIIACHYHUX aJTOPUTMIB MAITUHHOTO
HaBUYaHHS HalKparl MoKa3HUKU MPOJEMOHCTPYBaB JiHIHUN SVM, 1110 y3ro/Ky€eThCs
3 YCTaJEeHOI NPAaKTHKOI 3aCTOCYBaHHsSI IOTO METONy JUIS 3ajad KiacuQikarii
TekcTy. BoaHouac norictuuna perpecis Ta Random Forest mokazanu Onu3bki 3a
3HAUYCHHSM Pe3yJbTaTH, MIATBEPKYIOUNd €(EeKTUBHICTh TPAMUIIMHUX MiIXOIIB 32

YMOBH KOPCKTHOI'O IMPCACTABJICHHA TCKCTOBUX JTaHUX.
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Pa3om 3 TuM, yci BeJMKI MOBHI MO/IeJ1 IEPEBUIININ KiaacuuHi ML-anroputmu 3a
BciMa kimouoBuMmHu MeTpukamu. GPT y pexumi instruction-based Ta few-shot
kiacudikarii mpoaeMOHCTpYyBaIa CYTTEBUN MIPUPICT TOYHOCTI O€3 HeoOXimHOCTI fine-
tuning, 10 MIAKPECTIOE TOTEHIan prompt-opieHTOBaHOro miaxoay. Fine-tuned
FLAN-TS 3abe3neumia cTabuUIbHI Pe3yJIbTaTH 3aBASKW Mapagurmi text-to-text, a
HaWKpalll MOKa3HUKHU MpojeMoHcTpyBajga moxaenb LLaMA micna fine-tuning, mio
MOSICHIOETHCSA 11 TTTMOOKOIO alanTarii€ero 10 cuenudiku GilmmHroBOro KOHTEHTY.

[lopiBHsUIBHUN aHai3 pE3yNbTaTiB EKCIEPUMEHTIB TOKa3aB, IO KIAaCHYHI
QITOPUTMH  MAIIMHHOTO  HABYAHHS  3QJIMINAIOTHCS  €(PEeKTUBHUM  0a30BUM
IHCTPYMEHTOM  JiJI1  BUSIBJIEHHS  (IIIMHTOBHX  MOBIIOMJIEHb, 3a0e3Medyroun
OPUMHATHUN pIBEHb TOYHOCTI 3a BIJHOCHO HU3BKUX OOUYMCIIOBAIILHUX BUTpAT.
Bognouac iX MOXJIMBOCTI OOMEXKEH1 3IAaTHICTIO BPAaXxOBYBaTH JIMIIE MOBEPXHEBI
CTaTUCTUYHI O3HAKH TEKCTY.

Benuki MOBHI  Mojeni 3 ONTUMajIbHO  MiAIOpaHUMU  TapamMeTpamu
MIPOJIEMOHCTPYBAJIM BHINY €(EKTUBHICTh 3a BCIMA KJIOYOBUMHU METPUKAMH, IIO
MIATBEPXKYE iX 3AaTHICTh BUKOHYBATH INIMOOKUI KOHTEKCTHUM 1 CEMAaHTUYHUI aHai3
¢immHaroBux nopigomieHs. Fine-tuning LLaMA ta FLAN-TS no3BojivB agantyBaTu
MOZEJIl IO XapaKTePHUX COLIOTEXHIYHUX 1 JIIHTBICTUYHUX MAaTEpPHIB (PIIIMHTY, TO1 5K
GPT mnoxazana BUCOKY €(DEeKTUBHICTh HaBITh 0€3 JOHABUAHHSI.

Otpumani pe3yibTaTd OOIPYHTOBYIOTH JOIUIBHICTh 3aCTOCYBAHHS BEJIMKHX
MOBHHMX MOJEJIEH SK OCHOBHOIO a00 I1HTEJIEKTYaJlbHOTO PIBHS Cy4YacHUX CHCTEM
BUSBJICHHS (DIIIMHTOBHX aTaK, 3 MOMJIMBICTIO BHUKOPUCTaHHS KiacuuyHux ML-
ITOPUTMIB K JOMOMIXHOTO abo 0a3oBoro kommnoHeHTa. lle cTBoproe mepeayMoBu

JUTs1 PO3POOKH T1IOpUIHUX PIIIEHb, IO MOEAHYIOTh MEpeBaru 000X MiAXO/IIB.
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PO3/ILJT 4 OXOPOHA IPAIII TA BE3IIEKA B HAJI3BBUYAHHUX
CUTYALIAX

4.1 OxopoHa npamui

JlepxaBHa TOJITHKAa YKpaiHM y cdepi OXOpOHH TMpali CHpsMOBaHa Ha
dbopmyBaHHs OE3MEUYHMX 1 3I0POBUX YMOB Ipalli, 3MEHIIICHHS BIUIMBY IMIKIIJIMBUX 1
HeOe3MeuyHnX BUPOOHWYMX (HAaKTOpiB, a TAKOXK HA aJaNTaIilo HaIlOHAIBHOTO
3aKOHO/ABCTBA JI0 HOPM 1 cTaHaapTiB €Bponeiickkoro Coro3y. Y cydyacHUX yMOBax,
30kpema y 2024 poui, ocobauBa yBara HpUIUISETbCS OHOBJICHHIO HOPMAaTHUBHO-
MpaBoBOi 0a3u, BIPOBAIHKCHHIO PHU3UK-OPIEHTOBAHOIO MIAXOAY IO YIPABIIHHA
0e3meKor Mpaill Ta BUKOHAHHIO MIKHApOJHUX 3000B’s3aHb YKpaiHM B Mexkax
€BPOIHTETPAIlIHHUX MPOIECIB.

OxopoHa mpalll € HeBIJl’€MHOIO CKJIaJ0BOIO COI1aTbHO-€KOHOMIYHOI MOJITHKH
JepxkaBu Ta 0a3yeTbCs HA KOMIUIEKCI 3aKOHOJABUYMX 1 HOPMATHBHHMX aKTIB.
HopmaTuBHO-IpaBOBE peryiitoBaHHs y LId cdepl 3M1HCHIOETHCS BIAMOBIIHO [0
nonoxenb Koncruryuii Ykpainu, Kogekcy 3akoHiB mpo mpanio YkpaiHu, 3aKoHy
VYkpainu «[Ipo oxopoHy mpaili», a TakoX MiA3aKOHHUX HOPMATUBHUX JOKYMEHTIB
[30-32].

Po3pobnene B mexax kBamiikaiiiiHOi poOOTH PpIMIEHHS 3 BUSBICHHS
(IIIMHTOBUX MOBIJOMJIEHb 13 BHUKOPHUCTAHHSIM BEIMKUX MOBHUX Mojened (LLM)
HaJICKUTh J10 IPOrPaMHO-aHATITUYHHUX 1H(OOPMALIHHUX CUCTEM, IO EKCILTYaTyIOThCS
B odicHOMy ab0 cepBepHOMY cepemoBuIii. MOro NpakTHYHE 3aCTOCYBAHHS HE
nependaya€c BUKOPUCTAHHS BUPOOHUYOTO OOJaJAHAHHA, JKEpEed 10HI3YHYOro
BUIIPOMIHIOBaHHS, & OT)KE€, OCHOBHI PU3WKH JJIsl MPAIIBHUKIB TOB’sI3aHI 3 YMOBaMU
mparii 3a TEpPCOHAIBHUMH KOMIT IOTepaMU, MIJABUIICHUM 1HTEJICKTyaTbHUM 1
TICUXOEMOIIIMHUM HAaBaHTAKCHHSIM.

[Tpodeciiina mismpHICTh (DaxiBIiB y chepl kKibepOesneku, siki BAKOPUCTOBYIOTh
LLM-pimienHs il aHamidy Ta  BUSIBJIGHHA  (IIIMHIOBUX  IOBIJIOMJICHbD,
XapaKTEPU3y€EThCSl TPUBAJIOK POOOTOI0 3 KOMII IOTEPHOIO TEXHIKOI, OOpPOOKOIO

3HAYHUX 00csTIB iH(OpMaIllii, HEOOXITHICTIO MOCTIHHOT KOHIIEHTpallii yBaru Ta
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IIBUJIKOTO TPUUHATTS pilieHb. lle 3yMoOBIIO€ MiABHUINEHI BUMOTU JI0 OpraHi3alii
po0OoUOro cepeAoBHIIA Ta JOTPUMAHHS HOPM OXOPOHH Mpalll.

Oco0aMBICTIO 3aCTOCYBaHHS CUCTEM BHSBJICHHS (ILIUHTY € PEeryJIsspHUNA aHali3
MOBIJIOMJIEHb, 1[0 MICTATh €JIEMEHTH COIlIaJIbHOI  1HXKEHEpil, MaHIMyJIALiiH,
MICUXOJIOTIYHOTO THCKY Ta CHpoO BBEACHHS B OMaHy KopucTyBadiB. IlocriiiHa
B3a€MO/II 3 TO/IIOHMM KOHTEHTOM MOKE€ HETaTUBHO BIUIMBATH HAa MCUXOEMOIIAHUN
CTaH IpalliBHUKIB, CIIPUYUHATH ITIABUIIIEHUN PIBEHb CTPECY, 3HUKEHHS KOHIIEHTpaIlii
yBaru Ta PO3BUTOK MpodeciitHOro BUropanHs. Y 3B’S3Ky 3 IIUM BKIUBOTO 3HAUYCHHSI
HaOyBae 3a0e3neueHHs He juie (Hi3UYHOl, a i ICUX0EMOIIIHHOT O€3IeKH MepCcoHaly,
110 BIJMIOBI/Ia€ CYYaCHUM I1IX0JaM JI0 OXOPOHH Mpalii.

Buxopucrannst LLM aj11 aBTOMaTU30BaHOTO aHali3y (DIIIMHTOBUX MOBIIOMIJICHb
CIpHsi€ 3HIKEHHIO HAaBAaHTAXXEHHS Ha ONepaTopiB 1 aHANITHKIB 332 PaXyHOK YaCTKOBOI
aBTOMATHU3allll pyTUHHUX MPOLECIB, CKOPOUEHHS Yacy O0e3nepepBHOI KOHIIEHTpalli Ta
3MEHIIEHHS 00CSATY pPY4YHOI OOpOOKM MOTEHIIHHO CTPECOBOTO KOHTEHTY. Takum
YUHOM, pO3pO0JICHE PIIICHHS HE JIUIIE HE CyNepeYnuTh BUMOraM OXOPOHH Ipalli, a i
OMOCEPEAKOBAHO CHPHUSE MOKPANIEHHIO YMOB Mpalll GaxiBIiB 13 KI0epOe3neKu.

OcBitTiieHHa poOOYMX TPUMINICHb, Y SKHAX 3IIMCHIOETHCS EKCIUTyaTallis
pO3pO0JIEHOI CUCTEMH, Ma€ BIANOBIIATA BUMoOraM Jlep>kaBHUX OY[IIBEIbHUX HOPM
VYkpainu JIBH B.2.5-28:2018 «Ilpupoane i mryuHe ocsitieHHs» [33]. 3a3HaueHi
HOPMHU PETJIaMEHTYIOTh TMOKAa3HMKH OCBITJICHOCTI, JIOMYCTUMI PiBHI SCKPaBOCTI Ta
MmyJbcalii CBITJIOBOTO IOTOKY, @ TaKOX BHMOTM [0 3amo0iraHHs CBITIIOBOMY
muckombopty. g poboumx Miclb 3 IEPCOHAJIBHUMHM  KOMIT IOTEpaMH
PEKOMEHJI0OBaHUM piBEHb OCBITIEHOCTI cTaHoBUTH 300-500 5k, mo 3abe3nedye
3HUKEHHS 30pPOBOTO HABAHTAKEHHSI Ta TIJABHUINCHHS e(PEeKTUBHOCTI podOTH 3
aHamiTHaHUMH 1HTepPericamu LLM-cucrem.

PanionanpHe niuanyBaHHs poO04YMX Micik KopuctyBadiB LLM-piieHHs MOBUHHO
BIJIMOBIITATH BUMOTaM YMHHHUX OyJiBeNbHMX HOpM, 30kpema JIBH B.2.2-3:2018 Tta
JIBH B.2.2-9:2018 [34, 35]. 3riiHO 3 IIMMHU HOpPMaMmH, BIJICTaHb MI)K OOKOBUMHU
MOBEPXHSMH MOHITOPIB Ma€ CTAaHOBUTHM HE MeHme 1,2 M, MK TUIbHUMHU
MOBEPXHIMHU — He MeHie 2,0 M, a IMUPUHA TPOXOJIB MK POOOUYUMH MICISIMU— HE

meniie 1,0 M. JfoTprumaHHs 3a3Ha4eHUX BUMOT 3a0e3rnedye 0e3nedHy eKCILTyaTallio
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oOnagHaHHs, MOKpallye YMOBHM OCBITJIEHHS Ta CHPHUSE 3MEHILIECHHIO Bi3yaJIbHOTO
TucKoMdopTYy.

[Tnoma ogHOro po6oOYOro Miclsg 3 MEPCOHAIBHUM KOMIT IOTEPOM IMOBHHHA
CTAaHOBUTH HE MeHIIe 6 M?, a 00’eM mpumilieHHs — He MeHmie 20 M®> Ha OJHOTO
npamiBHuka. Jns axiBiiB, sKi 3MIACHIOIOTH CKJIAJHY aHAIITUYHY ISJIBHICTH 13
BuKopucTanHsaMm LLM, noninbHO nependayaTy 301IbIIEHY MUIONTY PoO0Yoro Miciys (8—
10 M?), 1m0 A03BOJIsIE PO3MIINIYBATH KUIbKa MOHITOPIB, JOJATKOBE CEpBEpHE abo
MepeskeBe 00J1aIHaHHS Ta CIPUsIE 3HUKEHHIO TICUXO0EMOIIITHOTO HABAHTAKECHHS.

Epronomiuna oprasizaiiisi po004oro MicIisi KOpUCTYBa4iB pO3pOOJICHOI CHCTEMHU
nepeadavae MpaBUIIBHE PO3TAIlyBaHHS MOHITOpA, KJaBlaTypd, MAaHIMYJSATOPIB 1
pobounx mMebiB. MOHITOp MOBUHEH po3MilnyBatucs Ha Bijctani S0—70 cM B oueH,
1oro BepxHii Kpail — Ha piBHI a00 TPOXHU HIKYE piBHA oueil. PoOouuii cTinens Mae
OyTH peryibOBaHHMM 1 3a0€3MedyBaT MIATPUMKY MONEPEKOBOTO BIAALTY XpeOTa, 110
BIJIMIOBIJIa€ BUMOTaM Cy4aCHUX CTaHJAPTIB €PrOHOMIKHU.

MIiKpoKIIMAaT y NPUMILIEHHAX, A€ eKcIulyaryeTbcss LLM-pimieHHs, TOBUHEH
BIJINOB1JIaTH ONITUMAJILHUM MapaMeTpaM: Temneparypa noitps — 18-24 °C, BiiHOCHa
BoJsioricte — 40-60 %. 3abe3neueHHs HaNEXKHOI BEHTWIAIIT CIPHUSE MIATPUMAHHIO
nparne3aaTHOCTI, 3MEHIIIEHHIO BTOMHU Ta M1JBUIIICHHIO SKOCTI aHATITUYHOT 1sIbHOCTI.

Pexxum mpani Ta BiAmouumHKY mijg 4yac podotu 3 LLM-cucremamu moBUHEH
nependayaTH peryJspHi epepBH Mmicis KOKHUX 50—60 XBUIMH Oe3nepepBHOT poOoTH
3a KoMl roTepoM TpuBaiicTio 10—15 xBuiud. Ile BiamoBigae BUMOraM YHHHUX
HOPMATUBHUX JOKYMEHTIB 1 crpusie 30€peKeHHIO 30pOBOTO Ta IMCHUXOEMOIIMHOTO
3J10pPOB’sl MPALIBHUKIB.

3 mo3uIliil TeXHIKM Ta MPOTUIOXKEKHOT OE3MEKU eKCIuTyaTallisi po3poOJIeHOro
MPOTPaMHOTO DIIICHHS 3 BHABJICHHS (DIMIMHTOBUX TOBIAOMIIEHb 3a JOIOMOTOIO
BEJIMKUX MOBHHMX MOJEJNEH 3MIMCHIOETHCS Ha CTaHJAPTHOMY KOMIT IOTEPHOMY Ta
CEepBEpPHOMY OOJIaHAHHI, SIKE€ TMOBUHHO BIAMOBIIATH BUMOTaM €JIEKTPOOE3MEeKH Ta
nokexxHoi Oesneku. BiamosigHo nmo IlpaBuin moxxexxHoi Oe3neku B YKpaiHi,
3aTBEP/KEHUX Haka3oM MiHicTepcTBa BHYTpIlIHIX crpaB Ykpainu Bi 30 rpynHs
2014 p. Ne 1417, mpuMillleHHs, Y SKHX PO3MIIIY€THCSI 00YMCIIIOBAJIbHA TEXHIKA, MAIOTh

Oyt  o0nagHaHl  CHPaBHOK  €JIEKTPONPOBOJKOIO, CHUCTEMaMH  3aXHCHOTO
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aBTOMATUYHOTO BUMKHEHHS EJIEKTPOXKMBIICHHS, a TakK0oX 3aco0aMu HNEPBHUHHOIO
MOXKEXKOTAaCIHHS Yy BCTAHOBJIEHINM KUIbKOCTI. JlOTpMMaHHS 3a3HaYeHUX BUMOT
CIpsSIMOBaHE Ha 3armo0iraHHs BUHUKHEHHIO MOXKEX, MIHIMI3AllI0 PU3UKIB Ypa)KeHHs
CJIEKTPUYHUM CTPYMOM Ta 3a0e3MeueHHs] O€3MEUYHUX YMOB €KCIUlyaTallii TEXHIYHUX
3aco0iB [36].

OTxe, pe3yibTaTd JAOCIHIKEHHS Ta pPO3pOOJEHE pIIIEHHS 3 BHUSIBJICHHS
(bIMIMHrOBUX TMOBIIOMJIEHBb 3a JormoMoror LLM MmoBHICTIO BiANOBIIAIOTh BUMOTaM
OXOPOHH TIpalli, TEXHIiKM OE3MEKM Ta IPOTHIIONKEKHOI 6esmeku. Moro mpakThyHe
BIIPOBA/KEHHSI HE CTBOPIOE JIOJATKOBUX HEOE3NEYHUX BHUPOOHMYMX (aKToOpiB, a
HaBMAKW — CHOpHUSE ONTHUMI3alli YMOB Tpalll, 3HIKEHHIO ICHUXOEMOLIMHOIO

HaBaHTAXEHHS Ta IMABUIIEHHIO €¢()eKTUBHOCTI IIsUTHHOCTI (haxiBIiB 13 KiOepOe3neKH.

4.2 3axucT JI0AUHHU BiJX iOHI3yI040r0 BUIIPOMiHIOBAHHS

PerynspHi mMeauuyHi Orisiav, IHCTPYKTaXl 3 OXOPOHM Npall Ta HABYAHHS 3
METO/IB 3HWKEHHS TMCHUXOEMOLIMHOINO HABAaHTAXEHHS € BaXJIMBUMHU CKIIAJIOBUMU
3a0e3nedeHHs 6e3neyHnX yMOB Tparli ¢axiBiliB 13 kibepOesneku. JJoTpumMaHHs BUMOT
OXOpPOHHM TMpaill chpusie 30€pEeKEHHI0 3I0pPOB’S MPAIiBHUKIB, MiABUILECHHIO
e(eKTUBHOCTI 1XHBOI MpodeciiiHOT MISUTPHOCTI Ta 3a0C3MEeUYCHHI0 HaIIHHOTO
(GyHKIIIOHYBaHHS CUCTEM KibepOe3neKu.

[oHi3ytoue BUIIPOMIHIOBAHHSI HAJIEXKUTh A0 HeOe3neuHux (i3uyHuX (PaKTopiB,
3[aTHUX YHHUTH CyTTEBHil HEaTUBHUII BIUTHB Ha 3J0POB’Sl Ta XKMTTS JFOMUHH. Moro
OCOOJIMBICTH MOJSTA€ B 3/IaTHOCTI 10HI3yBaTH aTOMM Ta MOJIEKYJIM PEYOBHHH, IO
MPU3BOJUTh A0 TMOPYILIEHHS OI10JIOTIYHUX NPOILECIiB y KIITHHAX OpraHizmy. Y
pe3ysIbTaTi TaKOro BIUIMBY MOXYTh BHUHHKATH YIIKO/JKEHHS KIITUHHUX CTPYKTYD,
reHeTUYH1 MyTalii, (yHKI[IOHAJIbHI pO3JaJX OPTaHiB 1 CUCTEM, a TAKOX PO3BHUTOK
rocTpux a0 XpOHIYHUX MMPOMEHEBUX 3aXBOPIOBaHb. OcoOIMBY HEOE3MEKy 10HI3YI0Ue
BUIIPOMIHIOBaHHS CTaHOBUTH uepe3 Te, 110 HOro is HE 3aBXKAU MPOSBISETHCA
HEeranHo, a HAaCJIIAKU MOXKYTh MaTH BIJICTPOUCHUM XapakTep.

[IpaBoBi Ta oprasizamiiiHi 3acagdl 3axXHCTy JIOAUHU BiJ 10HI3yIOYOTO

BUIIPOMIHIOBaHHS B YKpaiHi BU3HAYalOThCS HU3KOIO HOPMATHBHO-NPABOBUX AKTIB.
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bazoBum nmoxymenToMm y 1ii chepi € 3akoH Ykpainu «IIpo BUKOpuUCTaHHS SAEpPHOI
eHeprii Ta paaianiiny 6e3neKy», KUl BCTAHOBIIIOE IPUHLIUIN 1P KaBHOI MOJITHKU
10710 3a0e3MeUeHHs pajialiiiHoi 0e3MeKu HaceIeHHA 1 epcoHaly. 3arajibHi BUMOTH
70 Oe3MeYHUX yMOB Mpalli, y TOMY YHCJI T 4ac poOOTH 3 JKepeaMu 10H13yH040oro
BUIIPOMIHIOBAHHS, PEriiaMeHTYIOThCsl 3akoHOM Ykpainu «IIpo oxopoHy mpari» Ta
KonekcoMm 3akoHiB Mpo npaio YKpainu.

Hopmu nomycTuMux 103 OMPOMIHEHHS, MPUHIMIOHN paJiallifHOrO 3aXHUCTy Ta
KpuTepii Oe3neku BuzHauyaioThess Hopmamu pamiamiiinoi Oesneku Ykpainu (HPBY-
97), a Takoxkx OCHOBHMUMH CaHITAPHUMHU TMpaBWIaMHU 3a0€3MEUEHHS paJilaliifHOl
oesnekn Ykpainu (OCIIY-2005). 3a3HaueHl JOKYMEHTH BCTAaHOBJIIOIOTH T'PAHUYHO
JIOIYCTHMI PiBHI OMPOMIHEHHS JJI HACEJICHHS 1 MEePCOHAITy, BUMOTH JI0 OpraHi3allii
paialiifHOTO KOHTPOJIO, a TaKOX 3aXOJd IIOAO0 MiHIMI3alii BIUIMBY 10HI3YHOUYOTO
BUNpPOMIHIOBaHHA. KpiM TOro, y cdepi HUBUIBHOTO 3aXUCTy 3aCTOCOBYIOTHCA
nosioxkeHHs1 KoJiekcy IMBIIBHOTO 3aXUCTy YKpaiHW, KU perjlaMeHTye Jii opraHiB
BJIaJ Ta HACEJEHHS y pa3l BUHUKHEHHS pajiallliHuX aBapiil Ta HaJI3BUYANHHUX
CUTYaIIii.

[oHi3ytouMM Ha3WBalOTh BHUIIPOMIHIOBAHHS, CHEPris SKOTO JOCTaTHS IS
BUOMBAHHS €JIEKTPOHIB 3 aTOMIB a00 MOJEKyJd pedoBUHHU. /[0 OCHOBHUX BHUIIB
10HI3yI0UOTO BUIIPOMIHIOBAHHSI HAJIEKATh:

1. anbda-BUMPOMIHIOBAHHS;

2. 0eTa-BUNPOMIHIOBAHHS;

3. raMMa-BUNPOMIHIOBAHHS;

4. peHTreH1BCbKE BUIIPOMIHIOBAHHS;

5. HEUTPOHHE BUIIPOMIHIOBAHHS.

HaiiGinpiry nHeOe3meky [uisi JIOJUHU CTAHOBUTH BHYTPIIIHE OMPOMIHCHHS
(moTparuistHHS paJl0OaKTUBHUX PEYOBHUH y OPraHi3M 3 MOBITPSIM, BOAOIO a0 1kel0), a
TaKOX TPUBAJIUIA 30BHINIHIN BIUTMB BUCOKUX J103 BUIIPOMIHIOBAHHSI.

HebGe3neka BIUIMBY 10HI3YIOUOTO BUIIPOMIHIOBAHHS MOXKE€ BHUHHMKATH B PI3HUX
YMOBaX KUTTEISUIBHOCTI JIIOUHM. J[0 TaKMX CUTyallill HaJIeXKaTh aBapii Ha aTOMHUX
€JCKTPOCTAHIIIAX, ITOIIKOHKEHHS O00’€KTIB 30epiraHHs pPaJiOaKTHUBHUX BiIXO/IIB,

HaJ3BUYaliHI CUTyallli TEXHOI€HHOTO XapakTepy, IOB’f3aHl 3 BHUKOPUCTAHHAM
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SIIEPHUX TEXHOJIOTIH, a TAKOK HACIIIKM BOEHHUX J1H 13 3aCTOCYBaHHSM a00 3arpo3010
3aCTOCYyBaHHSA sijepHOi  30poi. OKpiM 1bOTO, 10HI3YIOUE BHUIIPOMIHIOBAHHS
BUKOPUCTOBYETHCSI Y MHUPHUX IUISIX, 30KpeMa B MEAMIIMHI, MPOMHCIOBOCTI Ta
HAYKOBUX JOCIIHKEHHSIX, 1110 TAKOX MOTPeOy€e CyBOPOT0O JOTPUMAHHS BUMOT O€3IEKH.
[loTeHuiiHUNA pU3MK OMPOMIHEHHS 30epiraeTbCs MiJ Yac JIarHOCTUYHUX 1
JIKYBaJbHUX MPOLEIYP, TPAHCIIOPTYBAHHS PaJl0OaKTUBHUX MaTepiaiiB Ta poOOTH 3
JoKepeslaMy BUITPOMIHIOBaHHS.

3axuCT JIIOAMHU BiJ 10HI3YIOYOTO BUIPOMIHIOBAHHS TIPYHTYETHCS Ha
OCHOBOIIOJIOKHUX TMPUHIMINAX pajiamiiiHoi Oe3mneku, 3akpimienux y HPBY-97 ta
pekoMmeHaamiax MuikHapogHoi Kowmicii 3 pamiamiiiHoro 3axucty (ICRP) 1
Muixuaponnoro arentctBa 3 atomHoi eHeprii (MAI'ATE). 1li npunuunm
nependayaroTh OOTPYHTYBaHHS OyJIb-SIKO1 A1SUTBHOCTI, MOB’S3aHOI 3 BUKOPUCTAHHSIM
JDKEpeNl BUIPOMIHIOBAHHSA, OINTHMI3allll0 PIBHIB ONPOMIHEHHS Ta HEIOMYIIECHHS
NEPEBUIIICHHS BCTAaHOBJICHUX JIIMITIB JI03U ONpoMiHEeHHA. OJHUM 13 KIIIOYOBHUX
MPUHIUIIB € 00OMEXEHHs Yyacy nepeOyBaHHs B 30H1 J1i BUIIPOMIHIOBaHHS, OCKIIbKU
OTpUMMaHa J103a MPSMO MPONOPIIHA TPUBAJIOCTI BIUIMBY. BaxiuBy posb BiIirpae
TaKOX 3O0UIBIICHHS BIJCTaHI MIXK JIIOAMHOIO Ta JHKEPEJIOM BUIIPOMIHIOBAHHS, IO
JI03BOJISIE ICTOTHO 3HU3UTU 1HTEHCHUBHICTH ONpoMiHeHHS. He MeHIn 3Hauymmm €
3aCTOCYBaHHS 3aXMCHUX €KPaHIB 1 MaTepialiB, 3AaTHUX MOTJIMHATUA a00 MOCIa0II0BaTH
BUIPOMIHIOBaHHS, TaKUX SIK 0€TOH, CBUHEIb, BOAA a00 IPYHT.

3aie)kHO  BIJ XapakTepy CHUTyalii Ta YyMOB TiepeOyBaHHSA JIFOJUHU
BUKOPHUCTOBYIOTHCA Pi3HI 3aCO0M 3aXUCTy. BOHU MOy Th BKJIFOUATH SIK 1HAUBITyaJIbHI,
TaK 1 KOJIEKTHBHI 3axoau Oe3neku. Jlo 1HAMBIIYaNnbHOTO 3aXHCTy HajleXarTb
cHenlaJbHUui 3aXUCHUM oJAar (pecmipaTopH, MPOTUTrazu), 3acO0M 3aXHUCTy OpraHiB
JTUXaHHS, a TAKOX JOTPUMAHHS CaHITApHO-TITiEHIYHUX BUMOT. KOJIGKTUBHMIT 3aXUCT
3a0e3neuyeThCs 3a paXyHOK BUKOPUCTAHHS 3aXUCHUX CIOPYH, YKPUTTIB 1 CHIEIiadbHO
oOJaZlHaHUX MPUMIIIEHb, SKI 3MEHIIYIOTh PIBEHb pajialliifHOro BILUTUBY. Baxkiuse
3HAUYEHHS MAalOTh TaKO0X CaHITAPHO-TIM€HIYHI (MUTTS, J€3aKTHUBAIllsl OJATY,
OOMEXEHHS  BXXMBaHHS  3a0pyJHEHUX TMPOAYKTIB) Ta  MEAMYHI  3aXOAH
(pamionpoTeKTOpH, MPO(PUITAKTUYHI OTJISAIN), CIPSIMOBAHI Ha 3HIDKEHHS HETaTMBHUX

HACJIIJIKIB OIIPOMIHEHHS Ta CBOEYACHE BUSBJICHHS MOPYILIEHb CTaHY 370POB 4.
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JIii moauHM y pasi 3arpo3u ado BIUIMBY 10HI3YHOYOTO BUIIPOMIHIOBAHHS:

1. 36epiratu CHoOKifi Ta YBa)XKHO CTEXKHUTH 3a OQIUIHHOIO 1H(POpPMAIED Bif
OpraHiB IIMBUIBHOTO 3aXHCTY.

2. HeraiiHo mepeliTh B YKpWUTTS (IiJBaJIbHI MPUMIIICHHS, 3aXHCHI CHOPYIH,
CXOBHIIIA).

3. IlibHO 3aYMHUTH BIKHA, JABEpPl Ta BEHTWIALIMHI OTBOPH, 100 OOMEXKUTHU
POHUKHEHHS Pa/IIOAKTUBHOTO THITY.

4. BukopucToByBaTH IHAUBIAyalbHI 3aco0M 3aXUCTy OpraHiB JAMXaHHS
(mpoturas, pecmiparop, BOJIOTY TKaHHHY ).

5. YHukaTtn nepeOyBaHHs Ha BIIKPUTIA MICLIEBOCTI 0€3 KpailHbO1 HEOOX1THOCTI.

6. He BxxuBaTH 1Ky Ta BOJy, sIKI MOTJIM 3a3HATH PaJII0AKTUBHOTO 3a0pyAHEHHSI.

7. Ilicyist MOBEpHEHHS 330BHI 3HATU BEPXHIN OIS, MOMICTUTH HOTO B 130JIbOBAHE
Miclie, TPUIHATH AyLI.

8. JlorpuMyBaTucs peKOMEH Al MEUYHHUX CITY>KO, 3a TOTPEOH MPONUTHU OTJISI.

9. OOMex)uTH (P13UYHI HABAHTAXKEHHS, 100 3MEHIIUTH BHYTPILLIHE OITPOMIHEHHS.

10. He nommproBaTu HenepeBipeHy 1H(PpOpMaIit0, yHUKATH MTaHIKH.

OxpeMy poJIb y CHUCTEMI 3aXHCTY BiJl 1I0HI3YIOUOT'O BUIIPOMIHIOBAHHS BiIIrparoTh
MpOQUIAKTUYHI 3aX0AW JOBrOTPHUBAIOrO Xapakrepy. Jlo HMX HajleaThb OpraHizamis
JO3UMETPUYHOTO KOHTPOJIIO, PETYJIApHI MEIWYHI OTJSau 0ci0, AKl MpaIorTh 13
JpKepeslaMy BUTTPOMIHIOBAHHSI, a TAaKOX 1H(POPMYBAaHHS HACENEHHS II0JI0 MOMKJIHUBUX
PU3HKIB 1 IPAaBWJI MOBEIIHKM B HaJA3BUYaHUX cuTyaulisx. HaBuaHHs Ta miaroTtoBka
NepCOHay 1 HACEJCHHS CHPUSIOTh 3HIDKCHHIO PIBHSA IAHIKA Ta ITABUIICHHIO
e(eKTUBHOCTI 3aX0/lIB pearyBaHHs y pa3i pagianiiHol 3arpo3H.

TakuM YMHOM, 10HI3YI04Y€ BUITPOMIHIOBAHHS CTAHOBUTH CEPUO3HY HEOE3MEKY /IS
JIOAMHM, TPOTE CBOE€YACHE 3aCTOCYBAaHHS KOMIUIEKCY 3aXMCHHUX 3aXOJIIB JI03BOJISIE
ICTOTHO 3MEHIITUTH HETaTUBHUH BIUIMB Ha OpraHi3M. EQEKTHBHMI 3aXUCT IPYHTYETHCS
Ha TIOE€JHAHHI TEXHIYHHMX, OpPTaHi3aliiHMX, CaAHITAPHO-TITI€HIYHHX 1 MEIUYHHUX
3aX0/[1B, a TaKOXX Ha YCBIJOMJICHIN TOBEIHI JIOAWHU. J[OTpUMaHHS TPUHIIUIIIB
pajiaiiitHoi 6e3MeKH € BaXJIMBOIO CKJIaIOBOIO CUCTEMHU OXOPOHH ITpalll Ta UBIJILHOTO
3aXHCTy, CIPSMOBAHOI Ha 30EPEKEHHS XUTTSA 1 370pPOB’S HACEIICHHS B yMOBax

MOTEHIIMHOI pajiialiitHOT HEOE3MEeKH.
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BUCHOBKHA

Y mporeci BUKOHaHHS MaricTepchbkoi KBamiikaliiiHoi poOOTH MPOBENEHO
KOMIUJIEKCHE TEOPETUYHE Ta E€KCIEPUMEHTAIbHE AOCITIHPKCHHS METOIB BUSBICHHS
(GIMMMHTOBUX TOBIJOMJIEHh B YMOBAaX €BOJIOIIMHOTO YCKIQTHEHHS COIIOTEXHITHHUX
aTak. Y poOOTi CUCTEMaTU30BaHO €TalK PO3BUTKY (DIIIUHTY, TPOAHAI30BaHO Cy4YacCHI
BEKTOPH aTaK Ta y3araJbHEHO MiIX0JI1 J0 1X BUSBJICHHS, 1110 J03BOJIUIIO cPOPMyBaTH
LTICHE YSIBJICHHS MPO OOMEXKEHHS TPaJULIMHUX 3ac001B 3aXHUCTy Ta MEPCHEKTHUBU
IHTEJIEKTyaJIbHUX METO/IIB aHaJi3y TEeKCTY.

[IpoBenenunii anamni3 rule-based migxo/iB 1 KIaCHYHUX AITOPUTMIB MAIIMHHOTO
HaBYaHHS MTOKA3aB, 1110 BOHU XapaKTEPU3YIOThCA 3aJIEKHICTIO Bil PIKCOBAaHUX MPaBUII
1 TOBEPXHEBUX JICKCHYHUX O3HAK, [0 1CTOTHO 3HUXKYE X €PEKTUBHICTh Y BUIAJKAX
MEPCOHAIII30BaHUX Ta zero-day ¢immHroBux arak. Lle oOrpyHTyBasio HEOOXiIHICTb
BUKOPUCTAHHS BEJIMKUX MOBHHUX MOJENeH, 3[aTHUX BUKOHYBaTH TJIMOOKUMN
KOHTEKCTHHM, CCMAaHTUYHUN 1 MParMaTUYHUMN aHaI13 TEKCTOBUX MOB1IOMJICHbD.

Y Mexax AOCHIKEHHsT OOTPYHTOBAHO JOIUIBHICTh 3aCTOCYBaHHS BEIUKHUX
MOBHHMX MOJIeJIeH JJIs 3a7adi BUSABICHHs (DIIIMHTOBHUX IMOBiAOMIICHB. [loka3aHo, 110
MeXxaHi3M attention Ta (opMyBaHHS BHYTPIIIHHOIO MPOCTOPY KOHTEKCTHHUX 3HAYEHB
no3Bossitorb  LLM  edexTuBHO 1A€HTH(IKYBAaTH COLIOTEXHIYHI  MaHIMYJISIIII,
aHaII3yBaTy HaMip MOBIIOMJICHHS Ta y3arajibHIOBaTH MOBHI MMATEPHHU, 1110 € KPUTUIHO
BaYKJIMBUM IS POTHUI11 Cy4yaCHUM (DIIIMHTOBUM KaMITaHisIM.

Jlns  TmpoBeleHHS EKCIEPUMEHTAJIbHOTO JOCHIDKeHHS Oylio cpopMOBaHO
perpe3eHTaTUBHUMN 00’ € HAHUN JaTaceT, IKU nmoeHye (IIUHTOBI MOBIIOMJICHHS 3
Bikpuroro Phishing Email Dataset Ta neritumHe koprnopaTUBHE JIMCTyBaHHs 3 Enron
Email Dataset. [IpoBenene OGanancyBaHHS KiaciB 1 momepenHss oOpoOKa TEKCTOBUX
JaHUX 3a0€3MeUnId KOPEKTHI YMOBH /IS HABYAHHS Ta MOPIBHJIBHOTO OI[IHIOBAHHS
MOJENEN.

VY nmpakThuHii 4acTHHI pOOOTH pealli30BaHO Ta HAJIAIITOBAHO €KCIIEPUMEHTAJIbHI
Mojienni Ha OcHOBI Benukux MoBHUX moxaener GPT, LLaMA ta FLAN-TS, a takox
moOyoBaHO 0a30By EKCIEPUMEHTAJIbHY JIIHII0 3 BHUKOPUCTAHHSM KIJIACUYHUX

QJITOPUTMIB MAIIMHHOTO HaB4yaHHsA (jorictuuHa perpecis, SVM, Naive Bayes,



78

Random Forest). [IpoBeneHo mnopiBHsUIbHUN aHaii3 €(EeKTUBHOCTI MoJieNield 3a
CTaHIapTHUMH METpUKaMH O1HapHOI Kiacugikaiii.

VY pe3ysnbTari MIpoBEIEHUX EKCIIEPUMEHTIB OTPUMAHO TaKi KUTbKICHI Pe3yJIbTaTH:

e HaiiBumy To4HICTH Kiacu(ikallii npoaeMoHcTpyBana Mmoaens LLaMA mics
fine-tuning 13 mokasHukamu accuracy — 0,958, precision — 0,951, recall — 0,946, F1-
score — 0,948.

e Mogens GPT, Bukopucrana y pexumax instruction-based ta few-shot
kiacudikaiii 6e3 qoHaBuaHHs gocsria accuracy 0,946 ta 3abe3neunsa cTablIbHY
knacudikamito 3 Fl-score 0,934, mo mniaTBep/Kye e€QEeKTUBHICT, prompt-
OPIEHTOBAHOTO T1IXOTY.

e Monens FLAN-T5 micna fine-tuning nocsarna accuracy 0,952  ar
MPOICMOHCTpPYBaJa 30aaHcoBaHi nmokazHuku precision (0,945) ta recall (0,939).

o Cepen KIaCHYHUX AITOPUTMIB MAITUHHOTO HAaBUYAHHS HAWKpaIi pe3yJIbTaTh
nokasaB JiHiiHUE SVM 1 nokasas accuracy — 0,928 ta F1-score — 0,913.

e [lopiBHsbHUN TpupicT TouHocTi LLM Han kmacuunumu ML-migxomamu
ckiagae y cepeaaboMy Ha 3—5% 3a accuracy Ta Ha 4—6% 3a F1-score, 110 € KpUTUYHO
BOXJIMBUM Y 3aj71a4i MiHIMI3a1lii XUOHOHETAaTUBHUX CITPAIlFOBaHb.

e 3MCEHIICHHS KITBKOCTI XuOHOHeraTuBHUX pimeHb (false negative) mpu
BukopuctanHi LLM cranoButs A0 <35-40% y mnopiBHAHHI 3 Ki1acuuHUMH ML-
AITOPUTMaMHU, 1110 3HUKYE PUZUK MPOIMYCKY (IITUHTOBUX MOBIJOMIICHbD.

OTpumani pe3yJbTaTH MiATBEPIKYIOTh, M0 BUKOPHCTAHHS BEIMKUX MOBHHUX
Mojienel 3abe3reuye CyTTEBE IMIJBHINCHHS SKOCTI BHUSBICHHS (DIIIMHTOBHUX
MOBIJIOMJICHb MOPIBHAHO 3 Tpaauiliiaumu Mmetogamu. Fine-tuning LLaMA ta FLAN-
TS no3Bosisie amanTyBaTH MOAENL 10 CreUU(PIYHUX JIIHTBICTUYHHUX 1 COIIOTEXHIYHUX
XapaKTEePUCTUK (IMUHTOBOrO KOHTEeHTY, Toml sk GPT memMoHCTpye BHCOKY
e(EeKTUBHICTh HABITh O€3 IOHABYAHHS.

[IpakTuHa IIHHICTE OTPUMAHUX PE3YyJbTATIB TOJSATAE Y MOMKJIHBOCTI
BukopucTtanHss LLM $K 1HTENEeKTyalbHOrO pIBHS CYYaCHMX CHCTEM BHSIBJICHHS
(GIIMHTOBUX aTak, 30KpeMa Yy KOpPIOPaTHUBHUX, OCBITHIX Ta Jep>KaBHHUX
iHdopmariinux  cepepoBumax. OTpuMaHl BUCHOBKM  CTBOPIOIOTH  HAYKOBO

OOTPYHTOBAaHY OCHOBY ISl OJANBIINX AOCTIKEHb y HAMpsMI MO0Y10BU T1OPUAHUX
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CHUCTEM Ki6€p6€3H€KI/I, Io NO€AHYOTh KJIAaCUYHI1 AJITOPUTMU MAIIIMHHOI'O HABYAHHA Ta

BEJIMKI MOBHI MOJIEJIi 3 METOIO TIBUIIEHHS CTIHKOCTI IO €BOJIOMIMHNX Kibep3arpos.
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{ TeprONUIBCLERI HalloHANEHRI TexuivHnil yHisepcHTeT iMeni Inana Iymos, Yipaiua)
BHABJIEHHA ®INITHHINOBHX NOBLTOMUIEHB 3A TONOMOIOK LLM

UDC 004.056.53:004.8
D. ¥vkhovanets; M. Stadnvk, Phi.

DETECTION OF PHISHING MESSAGES USING LLMS

Buapnexss (IHHTOBAX NMOBIOMISHE 33 JONOMOrOH BENHKHX MOBHHX modeneid (LLM) e
OOHHM 13 HaliNepernexTHRHINY Hanpamie cy4acHol xibepfeanexn. CTpiMEe IPOCTAHHA KiNLKOCTI
ENEKTPOHHHX KOMYHIKaUIl Ta MacTabyBaHHA COLIOIHMEHEPHHX TeXHIK NpHIBEIH J0 TOTO, WO
(AT CTAB JOMIHYIOUHM BEKTOpOM aTak: 3a Jauumu Vernizon DBIR [1], 42% yenimssx
kifepinumaentie v 2025 poui nounsanica 3 gimmuroso] piacmonil, a anantaka IBM ceigunTe, mo
cepelHA BAPTICTE HACHUAKIE ofHIEl dimmuroeol atakw carae 4,76 soas gonapie CHIA. Kosnawxia
Proofpoint [2] sigasavae, mo nonan 90% cRITOBHX OpPradbauiil Wopoky MiAJaoThECH {iHHMOBHM
ATakaM, A YACTOTA TAPreropaHore spear-phishing apocna Giobm His Ha 22% v 2023-2023 pp.
OnuovacHo 31 WUILMEHHAM KUEKOCTI 3arp03 COOCTEPITacTRCE H MABHIEHHA X CKIATHOCTI,
OCKUTEKH  UIOBMHCHHEH —AKTHBHO BHKODHCTOBYKOTE TeHEPaTHBHI  MOJENl [0  CTROPEHHS
BHCOKOAKICHHY T2  [OEpoOHANIIOBAHHY  (UIHHMNOBHX — OOBUIOMIEHR, 2K CKIAOHO BHABHTH
TPATHLITHHME METOJAMH.

Tpaguuifisi MAXoIH A0 BHARNCHHA (UUHHTY JeMOHCTPYIOTE THHMeHHA eekTHBHOCTI Yepes
AHHAMIYHEH XapakTep aTak Ta IMATHICTE WIOBMHCHHKIE O0XOOHTH BIAOMI MexaHiiMH 3axucTy. Lle
cTROpiOE moTpedy Y BOPOBATKEHH! IHTENSKTVATRHHX CHCTEM, IJATHHX AHANIIYBATH HE JHINE
NoBepXHEeBl 03HAKH, a3 i cemanTHYHHA IMICT, KOHTEKCT, HAMIPH Ta MPHXOBAHI NATEPHH B TEKCTI
NOBITOMIIEHE.

Mosea senuxknx Moruux Mofeneli (GPT, LLaMA | Claude, Mistral 1a i) J0KOPIHHO 3IMIHHIZ
MOBIHBOCTI  aHamiay  Tekcrosol iwdopmanil. Apxitextypa Transformer safeaneuye ranboxe
POIYMIHHA KOHTEKCTY, Wo aoasonse LLM musensmd qiumurosi noeigoMnenns v zero-shot ta few-
shot peasyax, YacTo He3 JOJATKOROID HABYAHHA HA cnemianizosanux erbipkax. Lle smauno niapsye
THYYKICTE Ta IIBHAKICTE 1ANTail CHCTEMH 10 HOBHX THITIB aTak, BEMOMaoun spear-phishing, clone-
phishing Ta waxpalickki NOBIJOMIASHHA Y COLIANLHHX Mepemkax | mecenpxkepax. BuxkopucraHHs
Texuonorii fine-tuning, prompt engineering Ta RAG-apxiTeKTypH BIAKPHBAE MOATHBICTE CTBOPEHHA
BHCOKOTOUHHX Mogenell knacndikauil QUIUHHMOBHX TekCTiB, AKI He NHINE BHIHAYAKTE HAABHICTE
3ArposH, ate i NoACHIOTE NOrKY NPHAHATOrO PilleHHA.

Mpore sactocymanns LLM vy chepi xifepbesnexs CYyNpPOBOLEYETECH HHIKOW BHEIHKIR
PHIHKOM TEeHePaTHRHHX FANOUHHALNE, NOTeHUIAHHMHE  BPAIIHBOCTAMH 10 prompi-in ekuiil,
HeolXIAHICTIO TXHCTY KoH(IIeHIiHNXY JaHHX Ta onTHMIZanl ofUHCIIOBANLHHX PECYPCIB mid d9ac
POIrOPTAHHA MOJEN B XMAP! 200 NOKATLHIA IHQpACTPYETYPL

ExcnepuMenTankil JOCHITKEHHS Ta [PAKTHYHI BOPOBAJMKEHHA JEMOHCTPYIOTE, WO
LLM-opicHTOBaHI PIISHHA MOKYTE THAYHO MIJBHIIHTH TOYHICTE BHABNEHHA QIIHHTY, IMEHIIHTH
KUIBKICTE XHOHHX cnpamiosats | 3afeineddTH 30aTHICTE CHCTEMH AJANTYBATHCA O0 3Arpos.

JliTeparypa
l. Verizon. (2025). 2025 Data Breach Investigations Report. hitps:y//www.verizon.com/business/
resources/ T555/reports/2025-dbir-data-breach-investigations-report.pdf  (date  of  access:
03.12.2025).
2. Proofpoint. (2024). State of the Phish 2024. Proofpoint, Inc. hitps:/'www_proofpoint.com/us/
resources/threat-reports/state-of-phish (date of access: 03.12.2025).



Homarok b MLmodels.py

import json

import numpy as np

from sklearn.pipeline import Pipeline

from sklearn.model_selection import GridSearchCV

from sklearn.feature_extraction.text import TfidfVectorizer
from sklearn.linear_model import LogisticRegression

from sklearn.svm import LinearSVC

from sklearn.naive_bayes import MultinomialNB

from sklearn.ensemble import RandomForestClassifier

from common_data_utils import DataConfig, load_and_merge, balance_by_downsampling,
split_train_val_test, compute_metrics, print_full_report

CFG = DataConfig(
phishing_path="data/phishing_dataset.csv",
enron_path="data/enron_dataset.csv",
phishing_text_col="text", # 3miHuTu nig csin CSV
phishing_label_col="label", # 3miHnTu nig, ceinn CSV
enron_text_col="text", # 3miHnTK nig ceinn CSV
enron_label_col="Iabel",  # 3miHntn nig cein CSV

)

OUT_RESULTS_JSON = "ml_results.json"

#

def main():
df = load_and_merge(CFQG)
df = balance_by_downsampling(df, random_state=CFG.random_state)
X_train, X_val, X_test, y_train, y_val, y_test = split_train_val_test(df, CFG)
# OpHaKkoBa TF-IDF koHirypauis ans baseline nopiBHAHHA

tfidf = TfidfVectorizer(max_features=10000, ngram_range=(1, 2), stop_words="english")
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models = {

"LogReg": (LogisticRegression(), {

"clf__solver": ["liblinear"],
"clf __max_iter": [1000],
"clf__C":[0.5, 1.0, 2.0],
"cIf__class_weight": ["balanced"]

N,

"SVM": (LinearSVC((), {

"clf _C":[0.5, 1.0, 2.0],
"clf __max_iter": [5000],
"cIf__class_weight": ["balanced"]

N,

"NaiveBayes": (MultinomialNB(), {
"clf _alpha": [0.05, 0.1, 0.5, 1.0]

N,

"RandomForest": (RandomForestClassifier(random_state=42, n_jobs=-1), {
"clf __n_estimators": [200, 300],
"clf __max_depth": [None, 40],
"clf _min_samples_split": [2, 5],
"clf __min_samples_leaf": [1, 2],
"clf __class_weight": ["balanced"]

})

}
results = {}
for name, (clf, grid) in models.items():

pipe = Pipeline([("tfidf", tfidf), ("cIf", clf)])

gs = GridSearchCV(
pipe,
param_grid=grid,
scoring="f1",

cv=3,
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n_jobhs=-1,
verbose=1
)
gs.fit(X_train, y_train)
best_model = gs.best_estimator_
best_params = gs.best_params_
# Banigauis (gna sinbopy)
val_pred = best_model.predict(X_val)
val_metrics = compute_metrics(y_val, val_pred)
# Tect (piHanbHa oujiHKa)
test_pred = best_model.predict(X_test)
test_metrics = compute_metrics(y_test, test_pred)
print_full_report(y_test, test_pred, f"TEST REPORT: {name}")
results[name] = {
"best_params": best_params,
"val_metrics": val_metrics,
"test_metrics": test_metrics
}
with open(OUT_RESULTS_JSON, "w", encoding="utf-8") as f:
json.dump(results, f, ensure_ascii=False, indent=2)
print(f"\nSaved ML results to: {OUT_RESULTS_JSON}")
if _name__ =="_main__":

main()



Honatok B FLAN.py

import json
import numpy as np

import torch

from datasets import Dataset

from transformers import (
AutoTokenizer,
AutoModelForSeq2SeqlLM,
DataCollatorForSeq2Seq,
Seq2SeqTrainingArguments,

Seq2SeqTrainer

from common_data_utils import DataConfig, load_and_merge, balance_by_downsampling,
split_train_val_test, compute_metrics, print_full_report

CFG = DataConfig(
phishing_path="data/phishing_dataset.csv",
enron_path="data/enron_dataset.csv",
phishing_text_col="text",
phishing_label_col="label",
enron_text_col="text",

enron_label_col="label",

MODEL_NAME = "google/flan-t5-base"
OUT_DIR ="./flan_t5_finetuned"

OUT_RESULTS_JSON = "flan_t5_results.json"
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MAX_LEN =512

#

LABELS = ["legitimate", "phishing"]

def build_dataset(X, y):
rows = [{"text": t, "label": int(l)} for t, | in zip(X, y)]

return Dataset.from_list(rows)

def preprocess_fn(tokenizer, example):

inp = f"Classify this email as phishing or legitimate: {example['text']}"
tgt = "phishing" if example["label"] == 1 else "legitimate"
model_inputs = tokenizer(

inp, truncation=True, padding="max_length", max_length=MAX_LEN
)
with tokenizer.as_target_tokenizer():

labels = tokenizer(

tgt, truncation=True, padding="max_length", max_length=8

)

model_inputs["labels"] = labels["input_ids"]

return model_inputs

@torch.no_grad()
def predict_labels(model, tokenizer, texts, batch_size=8):
preds =]
model.eval()
foriin range(0, len(texts), batch_size):
batch = texts[i:i+batch_size]
inputs = tokenizer(

[f"Classify this email as phishing or legitimate: {t}" for t in batch],

return_tensors="pt", truncation=True, padding=True, max_length=MAX_LEN
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).to(model.device)

out = model.generate(
**inputs,
max_new_tokens=3
)
decoded = tokenizer.batch_decode(out, skip_special_tokens=True)
for d in decoded:
d = d.strip().lower()
preds.append(1 if "phish" in d else 0)

return np.array(preds)

def main():
df = load_and_merge(CFQG)
df = balance_by_downsampling(df, random_state=CFG.random_state)

X_train, X_val, X_test, y_train, y_val, y_test = split_train_val_test(df, CFG)

tokenizer = AutoTokenizer.from_pretrained(MODEL_NAME)

model = AutoModelForSeq2SeqLM.from_pretrained(MODEL_NAME)

train_ds = build_dataset(X_train, y_train)

val_ds = build_dataset(X_val, y_val)

tokenized_train = train_ds.map(lambda ex: preprocess_fn(tokenizer, ex),
remove_columns=train_ds.column_names)

tokenized_val = val_ds.map(lambda ex: preprocess_fn(tokenizer, ex),
remove_columns=val_ds.column_names)

collator = DataCollatorForSeg2Seq(tokenizer=tokenizer, model=model)
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candidates = |
{"Ir": 3e-5, "bs": 8, "epochs": 3, "wd": 0.01},
{"Ir": 2e-5, "bs": 8, "epochs": 3, "wd": 0.01},

{"Ir": 3e-5, "bs": 4, "epochs": 3, "wd": 0.01},

best = None

best f1=-1.0

for idx, c in enumerate(candidates, start=1):

run_dir = f"{OUT_DIR}_run{idx}"

args = Seq2SeqTrainingArguments(
output_dir=run_dir,
per_device_train_batch_size=c["bs"],
per_device_eval_batch_size=c["bs"],
learning_rate=c["Ir"],
num_train_epochs=c["epochs"],
weight_decay=c["wd"],
evaluation_strategy="epoch",
save_strategy="epoch",
logging_steps=100,
predict_with_generate=True,

fpl6=torch.cuda.is_available()

trainer = Seq2SeqTrainer(
model=model,
args=args,
train_dataset=tokenized_train,
eval_dataset=tokenized val,

data_collator=collator,
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tokenizer=tokenizer

)

trainer.train()

# OujiHKa Ha Banigauji yepes generate -> label
val_pred = predict_labels(model, tokenizer, X_val, batch_size=c["bs"])

m = compute_metrics(y_val, val_pred)

if m["f1"] > best_f1:
best_f1 =m["f1"]

best = {"candidate": c, "val_metrics": m, "run_dir": run_dir}

test_pred = predict_labels(model, tokenizer, X_test, batch_size=best["candidate"]["bs"])
test_metrics = compute_metrics(y_test, test_pred)

print_full_report(y_test, test_pred, "TEST REPORT: FLAN-T5 fine-tuned")

out = {"best": best, "test_metrics": test_metrics}
with open(OUT_RESULTS JSON, "w", encoding="utf-8") as f:

json.dump(out, f, ensure_ascii=False, indent=2)

print(f"\nSaved FLAN-T5 results to: {OUT_RESULTS_JSON}")

1 n

if _name__ =="_main__":

main()
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import json
import numpy as np

import torch

from datasets import Dataset
from transformers import AutoTokenizer, AutoModelForCausalLM, TrainingArguments, Trainer

from peft import LoraConfig, get_peft_model, prepare_model _for_kbit_training

from common_data_utils import DataConfig, load_and_merge, balance_by_downsampling,
split_train_val_test, compute_metrics, print_full_report

CFG = DataConfig(
phishing_path="data/phishing_dataset.csv",
enron_path="data/enron_dataset.csv",
phishing_text_col="text",
phishing_label_col="label",
enron_text_col="text",

enron_label_col="label",

MODEL_NAME = "meta-llama/Meta-Llama-3-8B-Instruct" # 3miHUTK, AKLLO NOTPiIBHO
OUT_DIR ="./llama_lora_finetuned"
OUT_RESULTS_JSON = "llama_results.json"

MAX_LEN =512

#

def format_example(text, label):
return {

"instruction": "Classify the email as phishing or legitimate.",
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"input": text,

"output": "phishing" if int(label) == 1 else "legitimate"

def build_dataset(X, y):
rows = [format_example(t, |) for t, | in zip(X, y)]

return Dataset.from_list(rows)

def to_prompt(ex):
return (
"### Instruction:\n"
f"{ex['instruction']\n\n"
"#i# Input:\n"
f"{ex['input']\n\n"
"#it# Response:\n"

f"{ex['output']}"

def tokenize_fn(tokenizer, ex):
prompt = to_prompt(ex)
out = tokenizer(prompt, truncation=True, padding="max_length", max_length=MAX_LEN)
out["labels"] = out["input_ids"].copy()

return out

@torch.no_grad()
def predict_labels(model, tokenizer, texts, batch_size=2):
preds =]
model.eval()
foriin range(0, len(texts), batch_size):
batch = texts[i:i+batch_size]

prompts = [
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"### Instruction:\nClassify the email as phishing or legitimate.\n\n"
f'### Input:\n{t\n\n### Response:\n"
for tin batch

]

inputs = tokenizer(prompts, return_tensors="pt", truncation=True, padding=True,
max_length=MAX_LEN).to(model.device)

gen = model.generate(**inputs, max_new_tokens=3, do_sample=False)

decoded = tokenizer.batch_decode(gen, skip_special_tokens=True)

for d in decoded:
tail = d.split("### Response:")[-1].strip().lower()
preds.append(1 if "phish" in tail else 0)

return np.array(preds)

def main():
df = load_and_merge(CFQG)
df = balance_by_downsampling(df, random_state=CFG.random_state)

X_train, X_val, X_test, y_train, y_val, y_test = split_train_val_test(df, CFG)

tokenizer = AutoTokenizer.from_pretrained(MODEL_NAME, use_fast=True)
if tokenizer.pad_token is None:

tokenizer.pad_token = tokenizer.eos_token

# (3a baxkaHHAM) 3aBaHTa*KeHHs B 8-bit/4-bit noTpebye bitsandbytes.
model = AutoModelForCausalLM.from_pretrained(

MODEL_NAMIE,

torch_dtype=torch.float16 if torch.cuda.is_available() else torch.float32,

device_map="auto"

# LoRA KoHir
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lora_cfg = LoraConfig(
r=16,
lora_alpha=32,
lora_dropout=0.05,
bias="none",
task_type="CAUSAL_LM"

)

model = get_peft_model(model, lora_cfg)

train_ds = build_dataset(X_train, y_train)

val_ds = build_dataset(X_val, y_val)

tokenized_train = train_ds.map(lambda ex: tokenize_fn(tokenizer, ex),
remove_columns=train_ds.column_names)

tokenized_val = val_ds.map(lambda ex: tokenize_fn(tokenizer, ex),
remove_columns=val_ds.column_names)

candidates = [
{"Ir": 2e-5, "bs": 2, "epochs": 3},
{"Ir": 3e-5, "bs": 2, "epochs": 3},

{"Ir": 2e-5, "bs": 1, "epochs": 3},

best = None

best f1=-1.0

for idx, c in enumerate(candidates, start=1):
run_dir = f"{OUT_DIR} run{idx}"
args = TrainingArguments(

output_dir=run_dir,



per_device_train_batch_size=c["bs"],

per_device_eval_batch_size=c["bs"],
num_train_epochs=c["epochs"],
learning_rate=c["Ir"],

logging steps=100,
save_strategy="epoch",
evaluation_strategy="epoch",

fpl6=torch.cuda.is_available()

trainer = Trainer(

)

model=model,

args=args,
train_dataset=tokenized_train,
eval_dataset=tokenized_val,

tokenizer=tokenizer

trainer.train()
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val_pred = predict_labels(model, tokenizer, X_val, batch_size=c["bs"])

m = compute_metrics(y_val, val_pred)

if m["f1"] > best_f1:

best f1 =m["f1"]

best = {"candidate": c, "val_metrics": m, "run_dir": run_dir}

test_pred = predict_labels(model, tokenizer, X_test, batch_size=best["candidate"]["bs"])

test_metrics = compute_metrics(y_test, test_pred)

print_full_report(y_test, test_pred, "TEST REPORT: LLaMA LoRA fine-tuned")



out = {"best": best, "test_metrics": test_metrics}

with open(OUT_RESULTS_JSON, "w", encoding="utf-8") as f:

json.dump(out, f, ensure_ascii=False, indent=2)

print(f"\nSaved LLaMA results to: {OUT_RESULTS_JSON}")

n n

if _name__=="__main__":

main()
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# gpt_prompt_eval.py
import os
import json

import numpy as np

from openai import OpenAl

from common_data_utils import DataConfig, load_and_merge, balance_by_downsampling,
split_train_val_test, compute_metrics, print_full report

CFG = DataConfig(
phishing_path="data/phishing_dataset.csv",
enron_path="data/enron_dataset.csv",
phishing_text_col="text",
phishing_label_col="label",
enron_text_col="text",

enron_label_col="label",

MODEL = "gpt-5.2" # npuknaa; niacrtas CBOO AOCTYNHY MOAENb
OUT_RESULTS_JSON ="gpt_results.json"

#

client = OpenAl()

def build_few_shot(k: int):
k=0 -> nuue iHCTPYKLU,is

k=2/3 -> few-shot npuknaam (1 legit + 1 phish abo + we oanH)
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examples =[]
if k>=2:

examples.append(("Email: Your mailbox storage is almost full. Verify now:
http://fake.example\nLabel:", "phishing"))

examples.append(("Email: Meeting moved to 15:00 tomorrow. See agenda
attached.\nLabel:", "legitimate"))

if k >=3:

examples.append(("Email: Invoice attached. Please confirm payment details
urgently.\nLabel:", "phishing"))

return examples[:k]

def classify_email_gpt(text: str, temperature: float, few_shot_k: int):
system = (
"You are a cybersecurity classifier. "

"Return ONLY one word: phishing or legitimate."

# dopmyemo input aK TeKCT

prompt_parts =[]

for x, y in build_few_shot(few_shot_k):
prompt_parts.append(f"{x} {y}")

prompt_parts.append(f"Email: {text}\nLabel:")

user_input = "\n\n".join(prompt_parts)

resp = client.responses.create(
model=MODEL,

input=[

n,n n n

{"role": "system", "content": system},

n,n nn

{"role": "user",

]I

temperature=temperature,

content": user_input},
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max_output_tokens=5

)

out = (resp.output_text or

mnn

).strip().lower()

return 1 if "phish" in out else 0

def main():
df = load_and_merge(CFG)
df = balance_by_downsampling(df, random_state=CFG.random_state)

X_train, X_val, X_test, y_train, y_val, y_test = split_train_val_test(df, CFG)

candidates =
{"temperature": 0.0, "few_shot_k": 0},
{"temperature": 0.2, "few_shot_k": 2},
{"temperature": 0.2, "few_shot_k": 3},

{"temperature": 0.0, "few_shot_k": 2},

best = None

best f1=-1.0

# LLLo6 He BMTpayaTh HaraTo TOKEHIB: MOXHa OLiHOBAaTN Ha NiaBMbipui Banigau,ii

val_idx = np.random.RandomState(42).choice(len(X_val), size=min(300, len(X_val)),
replace=False)

X_val_sub = X_val[val_idx]

y_val_sub =y val[val_idx]

for cin candidates:
preds =]
for tin X_val_sub:

preds.append(classify_email_gpt(t, c["temperature"], c["few_shot_k"]))



103

IIponos:kenns goaarky /Jl

preds = np.array(preds)

m = compute_metrics(y_val_sub, preds)
if m["f1"] > best_f1:
best_f1 =m["f1"]

best = {"candidate": ¢, "val_metrics": m}

test_idx = np.random.RandomState(42).choice(len(X_test), size=min(1000, len(X_test)),
replace=False)

X_test_sub = X_test[test_idx]

y_test_sub =y test[test idx]

test_preds =[]
for tin X_test_sub:

test_preds.append(classify_email_gpt(t, best["candidate"]["temperature"],
best["candidate"]["few_shot_k"]))

test_preds = np.array(test_preds)

test_metrics = compute_metrics(y_test_sub, test_preds)

print_full_report(y_test_sub, test_preds, "TEST REPORT: GPT prompt-based")

out = {"best": best, "test_metrics": test_metrics, "notes": "Test run on a subsample for cost
control."}

with open(OUT_RESULTS JSON, "w", encoding="utf-8") as f:

json.dump(out, f, ensure_ascii=False, indent=2)

print(f"\nSaved GPT results to: {OUT_RESULTS_JSON}")

n n

if _name__ =="_main__ "

main()



