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AHOTAILUS

Ksamigikariitna po6ora marictpa, BukoHana Kokaiino Bikropis BacumiBHa,
crynentka rpynu CIImM-61 TepHONUIbCHKOTO HALIOHATBLHOTO TEXHIYHOTO YHIBEPCUTETY
imeni IBana Ilymios, Ha Temy «Po3poOka iHTeneKkTyaslbHOT MeTaaHcamOJIeBOi Mojeni
kinacudikanii MEANYHUX JaHUX JJIS1 IPOTHO3YBaHHS 1HCYJIBTY Ha MOBI NMPOTpaMyBaHHs
Pythony». Po6ota mae o6csr 61 cropiHok, Bkiatouae 16 pucyHkiB, 7/ Tabnuili, 3 101aTKIB
Ta 610morpadito 3 25 mKeper.

Meroto poOOTH € CTBOPEHHS MPOTrpamMHOi CUCTEMH JUIsl MiJABUIIECHHS TOYHOCTI
MPOTHO3YBAaHHSA MEAMYHHUX PHU3HMKIB MUIIXOM peajizaiii MeTra MeTaaHCcaMmOJIEBOTO
NIOXO/IB, SIKI 00’€IHYIOTH PI3HI aNropuTMu kiacudikamii, Taki gk Random Forest,
XGBoost, LightGBM Tta CatBoost. 3anponoHoBaHuii MmiaXia JA03BOJISE TiABUIIUTH
y3arajbHIOBAJIbHY 3/IaTHICTh MOJIEJICH, 3SMEHILIUTH MOXUOKY KJ1acu(ikallii Ta miJBUIIUTH
CTIMKICTh pE3yJIbTaTIB IPU pOOOTI 3 peaJbHUMHU JaHUMHU.

Y po0oTi peanizoBaHO apXiTEKTypy TPHUPIBHEBOI CUCTEMH, IO BKIIOYAE MOIYJI
300py Ta MiArOTOBKY JaHUX, HABYaHHS aHCaMOJIiB 1 MeTamo el (stacking), a Takoxk 010K
OIIIHIOBAaHHSI SIKOCT1 Kiacudikarlii 3a metpukamu Accuracy, Recall, Precision, F1-score
ta ROC-AUC. IlpoBeneHo nopiBHSILHUN aHali3 e(h)eKTUBHOCTI 0a30BUX 1 aHCaMOJIEBUX
MoOJIeJIel, pe3ylbTaT SKOTO MiATBEPDKYIOTH IMEpeBary MeTaaceMOJIEBOTO MIAXOAY y
CTaOUIBHOCTI Ta TOYHOCTI MPOTHO3YBAHHSI.

Po3pobiiena cuctema Mosxe OyTH aJanToBaHa JJis BUPIIIEHHS 1HIIUX MPUKIATHUX
3a/ay kiacu@ikailli B Mexxax 1HKeHepii mporpaMHoro 3abe3neueHHs, 30kpeMa y chepax
MeIUIMHU, (IHAHCIB Ta MPOMHUCIOBOI aHAMITUKU. PoOoTa HEeMOHCTpye MpakTUYHE
3aCTOCYBaHHS METO/1B MAIlTMHHOT'O HABUYAHHS M1AKPECITIOE BAKIIUBICTh METaaceMOJIeBUX
TEXHOJIOT1H y MiABUIIICHH] €()eKTHBHOCTI KJIaCH(IKAIIIHIX MPOIIECIB.

KirouoBi ciioBa po6oTu: kinacudikaliis JaHUX, aHCAMOJIEB1 aJlTOPUTMH, MAIlIMHHE
HaBYaHHs, aHCaM0JIeBe HAaBYaHHS, MPOTHO3YBaHHS 1HCYJIbTY, Python, XGBoost, Random

Forest.



ABSTRACT

Master’s qualification thesis, completed by Kokailo Viktoriia, a student of group
SPm-61 at Ternopil Ivan Puluj National Technical University, is devoted to
«Development of an Intelligent Meta-Ensemble Model for Medical Data Classification
to Predict Stroke Using the Python Programming Language». The thesis comprises 61
pages, includes 16 figures, 3 appendices, a bibliography of 25 sources.

The aim of the thesis is to develop a software system for improving the accuracy
of medical risk prediction through the implementation of meta-ensemble approaches that
combine various classification algorithms, such as Random Forest, XGBoost, LightGBM,
and CatBoost. The proposed approach enhances the generalization ability of the models,
reduces classification error, and increases the robustness of results when working with
real-world data.

The thesis implements a three-level system architecture that includes modules for
data collection and preprocessing, ensemble and meta-model (stacking) training, as well
as a performance evaluation block based on the metrics Accuracy, Recall, Precision, F1-
score, and ROC-AUC. A comparative analysis of the effectiveness of base and ensemble
models was conducted, the results of which confirm the superiority of the meta-ensemble
approach in terms of prediction stability and accuracy.

The developed system can be adapted to solve other applied classification problems
within the field of software engineering, in particular in medicine, finance, and industrial
analytics. The thesis demonstrates the practical application of machine learning methods
and emphasizes the importance of meta-ensemble technologies in improving the
efficiency of classification processes.

Keywords: data classification, meta-ensemble algorithms, machine learning,

ensemble learning, stroke prediction, Python, XGBoost, Random Forest.
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IHEPEJIIK CKOPOYEHDb

ML — Machine Learning (MamvHHe HaBYaHHS)

Al — Artificial Intelligence (muTy4yHuii IHTEIEKT)

DL — Deep Learning (rmubuHHe HaBYaHHS)

EDA — Exploratory Data Analysis (po3BigyBaJbHUI aHaI3 TaHUX )

CSV — Comma-Separated Values (TexcroBuii hopmat 1aHUX )

LR — Logistic Regression (JiorictudHa perpecis)

DT — Decision Tree (1epeBo pillieHb)

KNN — k-Nearest Neighbors (MeToa k HalROIMKIMX CYCIIIB)

SVM — Support Vector Machine (MeTo1 omOpHUX BEKTOPIB)

NB — Naive Bayes (HaiBHuii 0aeciBchbkuii kiiacudikarop)

NN — Neural Network (HeiiponHa mepexa)

RF — Random Forest (BunaakoBuii Jic)

GBM — Gradient Boosting Machine (rpagieHTHHI OyCTHHT)

XGB — XGBoost (Extreme Gradient Boosting)

LGBM - LightGBM (Light Gradient Boosting Machine)

CB — CatBoost (Categorical Boosting)

SMOTE — Synthetic Minority Oversampling Technique (cuHTeTHYHE 301IbIICHHS
BUOIPKU MEHIIIOCTI)

ROC - Receiver Operating Characteristic (kpuBa poOOUYMX XapaKTEPUCTUK
npuiiMaya)

AUC — Area Under Curve (murora i KpUBOIO)

APl — Application Programming Interface (iHTepdeiic npuKIaAHOTO
MporpaMmyBaHHs)

CPU — Central Processing Unit (1ieHTpajibHUN POIIECOD)

RAM — Random Access Memory (onepaTtvBHa 1am’siTh)

JSON — JavaScript Object Notation (popmat nanux JSON)



BCTYII

VY cydacHiii ramy3i MeIUYHUX 1H(OPMaLIHHUX CUCTEM, 1€ TOUYHICTD 1 MIBUIKICTD
OPUMHATTSA PIlIeHb BHU3HAUYAIOTh €()EKTUBHICTh MIarHOCTHUKH, 3aCTOCYBaHHS METOIIB
MaIIMHHOTO HABYaHHS CTAa€ HEBIJ €MHOIO CKJIAOBOIO PO3POOKHU MPOrPAaMHHX PIIIEHb.
MeanuHi AaHi XapakTepuU3ylOTbCS BHCOKOIO HEOJHOPIIHICTIO, HASBHICTIO MPOIYCKIB,
3MIIIAHUMHU THUIIAMH O3HAK Ta CYTTEBUM JUCOAIaHCOM KJaciB, WO YCKJIAIHIOE
BUKOPUCTAaHHA TPaauIiiHUX anroputmiB. Came ToMy MocTtae morpeda y 3acTOCyBaHHI
OUIbII THYYKHX 1 HaJIMHMX MOJENEH, 3JaTHUX Y3rOJKyBaTH CHUTHAIW BIJ PI3HUX
KkiacudikaTopiB 1 popMyBaTH CTab1IBHI TPOTHO3U.

VY 3ama4i mpoTHO3yBaHHS 1HCYJIBTY BOXKIMBUM € HE JIUIIEC BU3HAYCHHS 3arajibHoi
TOYHOCTI MOJEJI, ajie 1 3a0e3neueHHs BUCOKHMX 3HaueHb F1-score ta Recall, ockigbkn
IOPOIMYCK BUMAJKYy TMOTEHIINHOT HEOe3MeKru MOKe MaTH KPUTUYHI HACHTIIKH.
Bukopucranns MetaaHcaMOJEBOrO TMIAXOAY JO3BOJISIE 3HAYHO TMIJBUINUTH SIKICTh
Kkyacudikali MopiBHIHO 3 OKPEMHUMH MOJICTISIMH. 3aBJISIKU MO€ETHAHHIO IIPOTHO31B TAKUX
anroputMiB, sik Random Forest, XGBoost, LightGBM, CatBoost Ta Logistic Regression,
cucremMa HaOyBae BIIACTUBOCTEH y3arajlbHEHHS, SIKUX HE Ma€ JKOAHA OKpeMa MOJIEb.
3aiy4eHHs Cy4yaCHUX TEXHOJIOT1H IITy4YHOTO 1HTEJIEKTY Ta ONTUMI3aIlil rineprnapameTpiB
3a0e3nedye MOXJIMBICTh aJanTauii Mojell A0 cnenudiku MeauyHoro aartacety. Kpim
TOTO, METaaHCaMOJIb JTO3BOJISIE MIHIMI3yBaTH BILUIUB MOMUJIOK OKPEMHX aJTOPUTMIB 1
3a0€3MeUYUTH CTIMKUN pe3ysbTaT HaBITh 32 YMOB BHCOKOTO AucOanaHcy JaHuX. Takuit
Niaxig crnpuse GOpMyBaHHIO OUIbII HAIIMHUX PEKOMEHAAIIN JUIsl KITHIYHUX CUCTEM
MIATPUMKA TIPUHHSTTS PIllICHb.

Bukopucranas meTaaHcamOJIEBOT apXITEKTypH TaKOX CKOpPOUy€ dYacoBi Ta
pECypCHI BUTpaTH Ha pPO3POOKY CKIAAHUX MOJENEH, OCKUIBKH JO03BOJIIE THYYKO
KOMOIHYBaTH B)X€ ICHYIOUl aJTOPUTMHM Ta TMIJABUILYBAaTH iXHIO €(PEKTUBHICTH 0€3
CTBOPEHHS MOBHICTIO HOBOI Mojieli 3 HyJsl. Lle poOuTh maHuit miaxia 0coOIMBO IIHHUM
JUTSI BIPOBAKEHHS Y Cy4acHl MEIUYHI MpOrpaMHi mi1atGopmu, siki TOTpeOyIOTh BUCOKY
TOYHICTb, MAacCHITA0OBaHICTb Ta MOMJIMBICTb IHTErpauii 3 IHIIMMH KOMIIOHEHTaMHu

1H(dopMaIliitHOi IHPPACTPYKTYPH.



3aBAsSKA MOMJIMBOCTSM Cy4YaCHUX aJTOPUTMIB MAIIMHHOTO HAaBYaHHS, CUCTEMHU
MPOTHO3YBAHHS MEIUYHUX PU3HUKIB MOXKYTh MOCTIMHO BJIOCKOHAIIOBATUCS, OHOBIIIOIOUU
MOJIeTl 3 ypaxyBaHHSIM HOBHX JaHUX, 3MIH y JeMorpadiuHuX XapaKTepHUCTHKax
HACEJICHHs Ta MOSBU HOBUX (PakTOpiB pu3HKY. Takl cucTeMu 3a0e3MeuyoTh TMHAMIYHUN
Ta aJanTUBHUM MIAXIT 10 MEAUYHOI aHAIITUKH, I1IBUIYIOTh TOUHICTh MPOTHO3YyBaHHS
Ta COPUSAIOTH MPUIHSATTIO O17IbII OOTPYHTOBAHUX KIIIHIYHUX PIIICHb.

OCHOBHOIO METOIO JIaHOTO JOCIHIJDKEHHS € po3poOKa Ta eKCIepUMEHTaIbHa
nepeBipka MeTaaHcaMOJIeBOi MOJeNi, 3/aTHOI MiJABUIIMTH TOYHICTH Kiacu@ikamii y
MOPIBHSHHI 3 OKpeMUMHU 0a30BUMU anroputMaMu. OcoOIuBy yBary npuJIlJICHO aHATI3y
iXHBOI B3a€MOJIONIOBHIOBAHOCTI Ta BU3HAUEHHIO ONTUMAJbHUX CTPATEriil y3roJKeHHs
nporHo3iB. lle BKitOYae OLIHKY €(QEKTHUBHOCTI POOOTH MOJEIEHl MNEeplioro piBHS,
JTOCITIJIPKEHHSI BIUTUBY TilepriapaMeTpiB Ta popMyBaHHS METaTPEHYBaJILHOTO HA0OPY, IO
€ KPUTUIHO BAXKIIMBUM JUISI IPABUIIBHOI POOOTH METaMOJIEII.

ExcriepumenTanbHa 4yacTHHa Tepeqdadana SK HaBYAHHS Ta OIIHKY OKPEMHUX
MojieNiel, Tak 1 MOOYyJOBYy MeTaaHCcamOJl0 13 3aCTOCYBaHHSM airoputmiB Logistic
Regression, RidgeClassifier Ta XGBoost sk Meramozeneir. OTpuMaHi pe3yJbTaTH
JEMOHCTPYIOTh, 110 MeTaaHcaMmOJeBUd miaxiy cyTTeBo miaBuinye Fl-score Ta ROC-
AUC, 110 € KJIIOYOBUMU METPUKAMH ISl MEIUYHUX 3a/ad 3 AucOanaHcoMm kiacis. Lle
HIATBEPIKYE, 10 Y3TrOKEHHS MPOTHO31B 0a30BUX KJIACHU(]PIKAaTOPIB AO3BOJISIE OTPUMATH
OUIBbIII TOYHY ¥ Yy3arajdbHEHYy MOJENb, HIK BUKOPUCTaHHS OyAb-SKOTO OKPEMOTO
AJITOPUTMY.

3aBepiiagbHUM €TaroM JOCTIKEHH € PopMyBaHHS peKOMEH/AIIIH 110,10 BUOODPY
ONTUMAJbHOI apXITEKTypH JUIsl 3aJad MPOTHO3YBAaHHS MEIUYHUX PU3MKIB, a TaKOX
OKpECJICHHSI HAalPsIMiB MOJAJIBIIIOTO BIOCKOHAICHHS MOJIEI, BKIIOYHO 3 aIaNTaIli€l0 i
MOTOKOB1 JIaHi, 3aCTOCYBAaHHSM TIUOMHHUX HEUPOHHUX MeEpex abo pO3MIHMPEHHIM
Habopy o3Hak. OTpuMaHi pe3ynbTaTH MOXYThb OyTH BUKOPUCTaHI SIK MIATPYHTS JUIs
CTBOPEHHS MPOTPAMHUX CHCTEM IMiITPUMKH MEIUYHUX PIIICHb 1 TTOJANBIIOTO PO3BUTKY

IHTEJNEKTYaTbHUX MEAMYHUX TEXHOJOT1H.
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1. AHAJII3 IPEJMETHOI OBJIACTI TA TEOPETUYHI
OCHOBU ACAMBJIEBUX AJI'OPUTMIB

Kiacudikariist € oJHi€I0 3 EHTPATbHUX 3aJ1a4 1HTEJICKTYaJbHOIO aHai3y JaHUX,
CHPSMOBAHOIO HA BUSBIICHHS 3aKOHOMIPHOCTEH y HaOOpi CHOCTEPEKEHb 1 BIAHECEHHS
HOBHX 00’€KTIB J0 OAHOTO 3 Hamepe] BU3HAUYECHUX KJACiB. Y 3arajbHOMY BUIJISAJI 1€
MIPOIIEC HaBYaHHS MOJICII, SIKa Ha OCHOBI BIJIOMUX MPUKJIAAIB (BXIJHUX JAHUX 13 MITKaMU
KJIaciB) 37aTHA pOOUTH y3arajJbHEHHs 1 MpUKWMAaTH PIIEHHS MIOJ0 HAJIEKHOCTI HOBUX,

HEBIJOMHUX 00’ €KTIB.

1.1 3araabHa xapakTepucTHKA 3a1a4i kiacudikauii 1aHux

3 MaTeMaTU4HOI TOUKH 30y 3a7a4a Kiacudikallli BA3HAYA€ThCS SIK 3HaXOKCHHS
B1JI0Opa’KEHHS
f=X-Y, (1.1)
ae
X — 11e IpOCTip BXITHUX O3HAK (aTpuOyTIB), a Y — MHOKHMHA MOXJIMBUX KJIACIB
abo xarteropii. Metoro € moOymoBa Takoi ¢GyHKIIT f, ska 3abe3medye MiHIMAIbHY

KUIBKICTh TTIOMIJIOK MPH KJacu(ikaIlii HOBUX JIaHUX.

VY KOHTEKCTI 1HXKeHepii MporpaMHOro 3ade3neueHHs Kiaacudikaiis po3risigacThes
HE JIMIIIE SIK aJITOPUTMIYHA 33/1a4a, a sIK KOMIIEKCHA CUCTEMa, 110 BKJIOUYa€E eTanu 300py,
OUMUIEHHS, NONepeaHbOi OOpOOKH, MOJIETIOBAHHS, OLIHKKM Ta Ballfgalli JaHUX.
CTBOpEHHS MPOrpaMHOTO 3a0e3MeueHHs s Kiaacudikailii BuMarae peasizallii TOBHOTO
UKy OOpOOKM NaHUX, MOOYIOBH apXiTEKTypH, 34aTHOT MacuITaOyBaTHUCh, a TaKOX
MOKJIMBOCTI  MOAAJIBIIOTO  y3TOJDKEHHS pPe3ynbTaTiB 1 iHTerpauii 3 1HIIMMHU
aHAMTHYHUMHA MonyisiMu. KnacudikarliiiHi airOpuT™MH BIITPAIOTh KITIOYOBY POJb Y
PO3B’sI3aHHI MPAKTUYHHX 33]1a4 PI3HUX TaTy3eil BiJ po3Mi3HABaHHS 300pakKeHb 1 aHAII3Y
TEKCTIB 10 MPOTHO3YBAaHHS (DIHAHCOBUX PHU3UKIB UM CTaHy 370pOB’S. YCi LI CUCTEMHU

CHUJIBHI B OJHOMY BOHHU TMOTPEOYIOTh TOYHUX, y3arajbHIOYHMX MOJIENEH, SKI 31aTHI
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MpaIoBaTi 3 BEJIUKUMHU 00CSATaMU JIaHUX 1 30epiratv cTaOiIbHICTh pe3yJIbTATIB IMpHU
3MiHI YMOB.

Jna peamizamii 3amad knacudikanii 3a3BHYail BUKOPUCTOBYIOTHCS alNTOPUTMH

MAIIMHHOTO HAaBYaHHS, IO 0a3yIOThCS HA PI3HUX TMIAX0JAaX — CTATUCTUYHUX,

eBPUCTUYHHX, IepeBONOAIOHNX ab0 HelipoHHUX. KoxeH 3 HUX Ma€ cBOi 0COOJIMBOCTI:

o JlepeBa pillleHb JO3BOJISAIOTH JIETKO IHTEPHIPETYBATH IMPOLEC HNPUUHATTA
pIILICHHS.

o Metoau onopuux BektopiB (SVM) nobpe mpaifioroTb Ha BUCOKOBUMIPHHUX
POCTOpPAX.

o HelipoHHi Mepexi 31aTHI MOJENIOBATH CKJIAIH1 HETIHINAHI 3aJI€KHOCTI.

° AHcamO0JIeBl METOAM MOEJHYIOTh KIJIbKa MOJIeNIeH JJIsl IOCATHEHHSI Kpalioi

y3arajibHIOBaJIbHOI 3aTHOCTI.

TakuMm 4YMHOM, CyYTHICTH 3aJadl Kjiacudikamii moysirae y 1moOyaoBi
IHTEJIEKTYalbHOI CUCTEMHM, SIKa MOXKE BUSBIIATU IPUXOBAaHI 3aKOHOMIPHOCTI B JIaHUX,
HABYaTUCSA Ha NpHUKIaAax 1 poOUTH TouHI nepeadadeHHa. Came TOMy Kiacu(ikaiis
BUCTYIIA€ OCHOBOIO 0araThOX MPOTrPAMHUX CUCTEM, OPIEHTOBAHUX HA MPUMHSTTS PILLICHb,
aHaJIITUKY Ta MPOTHO3YBaHHS.

MailiiHHe HaBYaHHS € KJIIOYOBOIO TEXHOJIOTIEI, M0 3abe3rneuye 3AaTHICTb
CyyaCHMX NpPOrpaMHHUX CHUCTEM JI0 CaMOHAaBYaHHS, aJanTallii Ta MPOrHO3YBaHHS Ha
OCHOBi HAKONMYEHHX JaHHX. MIOTO rONOBHA MeTa IONATae y CTBOPEHHI Mojeeil, [Ki
MOXXYTbh y3arajbHIOBaTH 3aKOHOMIPHOCTI 3 ICTOPUYHUX CIOCTEPEKEHb 1 POOUTH TOYHI1
nependoadeHHss i1 HOBHX, HEBIJIOMHX MpukiamiB. Ha BiaMiHy Big TpaauiiitHOTO
porpamMyBaHHs, JI€ JIOTiIKa BHU3HAYA€ThCA BPY4YHY, Y MAIIMHHOMY HaBYaHHI MOJIEb
camMoCTiiHO (opMy€e TpaBHJia Ha OCHOBI aHali3y AAHMUX, IO MiJBUILY€E THYUYKICTH 1
aBTOHOMHICTh CHCTEMHU. Y CHCTeMax MpPOTHO3YyBaHHS MAallMHHE HaBYaHHS JI03BOJISIE
aBTOMATU3YBATH MPOIIEC IPUIHATTS PillIeHb, OL[IHIOIOYMA UMOBIPHICTh IEBHUX MOMAIN 4H
ctaHiB. Hampuknan, y MeauinHi BOHO BUKOPUCTOBY€ETHCS AJIs1 POTHO3YBAaHHS PO3BUTKY
3aXBOPIOBaHb, y (PIHAHCAX ISl OLIHKK KPEAUTHOTO PU3MKY, a B MPOMHUCIOBOCTI IS
nependayeHHs1 300iB oOnagHaHHs. HeszanexxHo Bia cdepu 3acTOCyBaHHS, MPUHLMUI i1

TAKAX CHUCTEM OJHAKOBHH: MOJEIHh BUBYAE CTATUCTUYHI B3a€MO3B’ I3KH MK BXIJHUMH
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3MIHHUMH (O3HaKaMH) Ta I[IJIbOBUM PE3YJbTATOM, a MOTIM y3arajbHIOE iX ISl HOBHX
BUITAIKIB.

Po3BUTOK MaIMMHHOTO HABYAHHS CTaB MOMKJIMBHUM 3aBISKH 3POCTAHHIO OOCSTIB
JAHUX 1 OOYUCITIOBAIBHUX MOTYXXHOCTEH, IO Jajio 3MOry 3acTOCOBYBAaTH CKIIAJHI
JITOPUTMH HA BEMUKUX BHOiIpKax. ChOToIHI PO3PI3HIIOTH TP OCHOBHI THITM HAaBYaHHS:

o Haguanns 3 yuurtenem (Supervised Learning) — BUKOPUCTOBYETHCSI, KOJIU
B1JIOMI MpaBWIbHI pe3yJbTaTH (MITKH KJIaciB a00 4MCiOB] 3HaueHHs ). Came 1ei miaxia
JICKUTh B OCHOBI 3aj1aul Kitacudikartii.

o Hapuanns 6e3 yuurtens (Unsupervised Learning) — 3acTocoByeTbes ISt
BUSIBJICHHS CTPYKTYPH JIaHUX 0€3 3a3/1aJieriib BIIOMHUX MITOK.

o Hagpuanns 3 nigkpimienssm (Reinforcement Learning) — opieHTOBaHE Ha
MOCTYTIOBE BJIOCKOHAJICHHS PIIlIEHb Yepe3 OTPUMaHHS BUHAropou abo mrpady.

VY cucremax MNpPOTHO3YBaHHS, MOMIOHUX JO THX, IO BUKOPUCTOBYIOTHCS IS
OIIIHKK PHU3UKY 1HCYJBTY, KIOYOBUM E€TaroM € BUOIp aJeKBAaTHOI MOJENl HaBYAHHS.
BaxnuBo 3a0e3neyuTd HE JIMIIE BUCOKY TOYHICTh InependadeHHs, ajne U
IHTEPIPETOBAHICTh PE3YJIBTATIB, OCKUIbKU B PEAIbHUX 3aJja4aX pillleHHS MOBUHHI OyTH
3pO3yMIJIMMHU ISl KOpUCTyBauda ado excrnepra. Tomy nopsj 13 rMTuOOKUMU HEUPOHHUMU
MepeXamMH BCE 1€ IIMPOKO 3aCTOCOBYIOTHCSI KJIACUYHI aJTOPUTMU — JEpeBa pIllICHb,
norictuuHa perpecis, Random Forest, Gradient Boosting, Support Vector Machine Toro.

VY nporpamuiii peanizallii Taki CUCTEMH 3a3BHYail MalOTh MOJYJIBHY CTPYKTYpY:
OKpeMi KOMIIOHCHTH BIJIMOBIAAIOTh 32 3aBaHTAKCHHS W OUMILCHHS JaHUX, BUOIP O3HAK,
HAaBUYaHHS MOJIEJIEH, OIIHKY TOYHOCTI Ta BI3yaji3aililo pe3yibTaTiB. BukopuctaHHs
oi0mioTex scikit-learn, pandas, NumPy Ta matplotlib pgo3Bossie cTBOprOBaTH
BIITBOPIOBAHI IH)KEHEPHI pIIMIEHHSA, 10 TMOEJHYIOTh CTAaTUCTUYHUN aHam3 1
QITOPUTMIYHY TOYHICTH. POJb MalIMHHOrO HaBYaHHSA y CHCTEMaxX IPOTHO3YBaHHS
MOJIATa€ 'y TOMY, IIO0 TEPETBOPIOBATH BEIWKI MAaCHUBU CHUPHUX JIaHUX Yy MPAKTHYHO
KOPHUCHI BUCHOBKH. BOHO BHCTyMa€ SapOM 1HTEIIEKTYaIbHOT KOMIIOHEHTH MTPOTPAMHOTO
3a0e3reueHHs, 3a0e3neuyroud  37aTHICTh [0 ajanTaiii, onTuMizamii Ta

aBTOMATHU30BAHOTO MPUUHATTA PIllIeHb. Y MeXaxX JaHol poOOTH MalllMHHE HABYAHHS €
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OCHOBOIO MMOOYJOBHM MeTaaHCaMOJIeBOi CHCTEMH, 3AaTHOI TIJBHIINYBaTH TOYHICTH 1

CTaO1IBHICTh MPOTHO3IB 32 PaXyHOK MOEIHAHHS KITBKOX MOJIeNIeH Kiacudikarrii.

1.2 3apaya nporHo3yBaHHs iHCYJIbTY Ha OCHOBI Kiacupikaumii

3amaya IPOrHO3YBaHHS 1HCYJNBTY MOXKE OyTH PO3TJSHYTA SIK TUIIOBUH MPHUKIA
3aaa4di OiHapHOI Kiacudikalli, 1e HeOOX1THO BHU3HAYUTH, YU HAJICKUTh KOHKPETHUU
namieHT A0 rpynu pusuky (kmac 1) a6o Hi (kmac 0). Takuii miaxig 103BOJIsAE
BUKOPUCTOBYBAaTH BIJIOMI METOAM MAIIMHHOTO HaBYaHHS, SKI HABYAIOTHCS Ha
1ICTOPUYHUX MEIMYHUX JAHUX 1 TPOTHO3YIOTh HACTAHHSI MO/I11 Ha OCHOB1 HA0OPY BXIJTHUX
XapaKTePUCTHK.

J1J1st BUKOHAHHSI JTOCIIIKEHHSI BAKOPUCTOBYETHCS BIIKPUTUHN HaOip naHux Stroke
Prediction Dataset, onyOmikoBanuii Ha tuiardopmi Kaggle [1]. Lleii maracet MicCTHTBH
noHaza 5000 3anmuciB, KOKEH 3 SIKUX MPEACTaBIISIE 1H(POpMAIII0 PO OHY 0CO0Y 3 pI3HUMU
COLIAJIbHUMH, (DPI310JIOTIYHUMHU Ta MEAMYHUMU TMOKa3HUKaMu. CTpyKTypy JaHUX
HaBeleHO y TaOmuui 1.1, ne omumcaHo OCHOBHI aTpuOyTH, IO BIUIMBAIOTh Ha

ITPOTHO3YBAHHSI.

Tabmuug 1.1 - OcHoBHI aTprOyTH HAOOPY AHUX JJI IPOTHO3YBAHHSA 1HCYJIBTY

Ha3zBa o3Haku Tun ganux Omnuc
gender KaTeropiajabHUR Cratb ocoou (Male, Female, Other)
age YUCJIOBUI Bik y pokax
hypertension OiHapHMI HasBHicTb rinepToHii (1 — Tak, 0 — Hi)

. ) . HasgsHicTh cepiieBux 3axBoproBanb (1 — tak, 0 —
heart_disease OiHapHMI pH i) p (
ever_married KaTeropiaJbHHM CimeiiHnii cTaH

work tvpe e — Tun po6otu (Private, Self-employed, Govt_job,
—yp P Children)
Residence_type KaTeropiaabHHMA Tun micus npokuBanHs (Urban, Rural)
avg_glucose_level YHCIIOBUM CepeHiil piBeHb TJIFOKO3U Y KPOBI
bmi YHUCIIOBUH Innexc Macu Tima
: . . Cran xypinns (never, formerly, smokes,
smoking_status KaTeropiaabHUR yp ( y

- unknown)

. N 11p0Ba 3MiHHA: PakT HacTaHHS 1HCYIBTY (1 —
stroke OiHapHMiA (111J16) H ?aK 0 — mi) ymry (
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[lepmuii eran po3B’s3aHHA 3ajayi nepeadayae monepeaHo oOpoOKy AaHUX, IO
BKJII0OUA€ HOPMYBaHHS YHCJIOBHX TIOKa3HUKIB, IEPETBOPEHHS KaTEropialbHUX 3MIHHUX Y
yncioBi (One-Hot Encoding), a Takok BUSIBICHHS Ta 3alIOBHEHHS MIPOMYIIEHUX 3HAYEHb
(pucynok 1.1). Taki aii HeOOXiHI, OCKUILKHA HaBITh HEBEIIMKI MOPYIICHHS Y CTPYKTYPi

JaHUX MOXKYTh CYTTEBO BIUIMHYTH Ha CTaOULIBHICTh HaBYaHHS Mojelei [2].

KINeKICTE NponycKie ¥ KOXMHIW 03HaUI

200 A

[
)
i

[
LA
=]

=
bt
(%2}

100 4

|
[*3)

KineKicTe Nponyckis

(=]

Pt
LA

[=]

Pucynox 1.1 — Bizyamnizariii npomnyckiB y JaHUX Mepes] OYUIIICHHSIM BiJIHOCHO

KOXHOT 3 XapaKTepUCTUK BX1IHOTO Ha0Opy TaHHUX

[Ticnss momepenHboi OOpOOKHM JlaHI PO3AUISIOTHCS HAa HABYAIBHY Ta TECTOBY
BUOipku (Hampukian, y cmiBBigHomeHHl 80:20). Ile mo3Bossie OLIHUTH 3AaTHICTH
MoJIeNiel y3araJbHIOBaTH 3aKOHOMIPHOCTI, a HE JIMIIIE 3aram’ ITOBYBaTH NMpuKIiaay. Jlami
3aCTOCOBYIOTHCS 0a30Bi anropuTMu Kinacudikaiiii — Logistic Regression, Decision Tree,
Random Forest, Gradient Boosting, SVM, ski Hazmami cTaHyTh CKJIaJOBUMU
MeTaaceMOJIeBOT CUCTEMHU.

Oco0nMBICTIO IIOTO HAOOPY JaHMX € JaucOaiaHC KJAciB: YacTKa MAaIll€HTIB 3
1HCYJIbTOM CTaHOBUTb JinIIEe OJU3bKO 5% ycCixX crnocTepekeHb. Lle cTBOproe BUKIMK TS
MoOjIeJIel, OCKITbKYA BOHU MOXKYTh CXUJISITUCS JI0 TIepei0adeHHs nmepeBakHoro kiacy (0 —

0e3 1HcynbTy). g mojoniaHHA 1i€i OpoOseMH BUKOPUCTOBYIOTHCS TEXHIKU
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oanancyBannga — Oversampling, SMOTE a6o0 mii6ip BaroBux KoedimieHTiB AJis KJIaCiB.

LmrocTpatiist po3noiny HiIb0BOI 3MIHHOT HaBe/IeHA HA PUCYHKY 1.2.

Po3nogin KiNbKOCTI CNnocTepemeHes 3a knacamu (stroke)

5000 4

=] &
=] =]
= =

KineKICTE CNOCTEPEREHD
Pl
o]
=]
(=]
i

1000

0 - 623 IHCY NBeTY 1 - iHCYNBT
Knac

Pucynox 1.2 — Po3moais KUTBKOCTI MPUKIIAJIB KITHIYHUX JaHUX «0e3 IHCYIbTY» Ta

«IHCYJIBT»

Takum yuHOM, 3a7]a4a MPOTHO3YBAHHS 1HCYJBTY (OPMAIbHO BU3HAYAETHCS SIK:
3HaiiTh Momenb f(x), sAKa Ha OCHOBI BEKTOpa O3HAaK X = [X,X,,...,X,| OIIHIOE
imoBipHicTh P(y) = 1|x, ne y — 1iiboBa 3MiHHA, 1110 BKa3ye Ha (PaKT iHCYIBTY.

[TocTanoBka 3amadi y3rOMKYEThCS 3 THUIOBUMH TIpollecaMH  MOOYJAOBH
Kiacu(ikauliHuX cucteM y cdepl 1HXKeHepil MporpaMHOro 3abe3nmedeHHsT — BiJ
CTPYKTYPYBaHHS JaHUX 1 pO3pOOKH MOMYIHHOI apXiTEKTYpH O OI[IHIOBAaHHS TOYHOCTI
Mojenel 3a MeTpukamu Accuracy, Precision, Recall, F1-score, ROC-AUC. Hamani 1
0a30B1 MojieN OyAyTh y3ro/KeHI B MEKaxX METaaHCcamMOJIEBOTO MiAXOY, IO JO03BOJIUTh
MOKPALIUTH TOYHICTh MPOTHO3YBAaHHA Ta CTaOIBHICTH PE3yJIbTATIB MPHU TECTYBaHHI Ha

peanbHux BUOipKax [3].
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1.3 XapakrepucTuka BUOPaAHOT0 HAOOPY TaHUX

Jlna peamizaiii CUCTEMH MPOTHO3YBAaHHS BUKOPHUCTOBYeThCs Stroke Prediction
Dataset, omy6:rikoBanuii Ha matdopmi Kaggle. Ileit Habip nanux OyB CTBOpECHHM IS
MOJICITIOBAHHS PU3UKY 1HCYJIBTY Ha OCHOBI IeMOTpadidHuX, MOBEIIHKOBUX Ta MEIUIHUX
XapaKTePHCTHK MalienTiB. Moro cTpykTypa 106pe MmifAX0aUTh AT OCITiKEHHS METOIiB
kiacudikaii, OCKIIbKA MICTUTh PI3HOPIAHI TUIIA O3HAK — YHUCJIOBI, KaTeropiajbHi Ta

OinapHi [1].

1.3.1 3aranbpHa XapakTepUCTHKA HA0OPY TaHUX
HaGip mictute 5110 3anucis (cnoctepexens) Ta 12 aTpuOyTiB, 3 IKUX OJIMHAUATD
€ BX1JTHUMU O3HAKaMH, a 0JTHa — IIJIbOBOIO 3MIHHOIO (stroke). KinpKicTh aTpuOyTiB 1 iXHI1

TUNH HaBeJeHO y Tabmumi 1.1.

1.3.2 Amnauni3 po3noainy q1aHnux

ITepen modaTkOM MOJIETIOBAaHHS IPOBOIUTHCS TOMEPETHS OIliIHKA JaHUX IS
BUSIBJICHHS JUCOAQJIaHCy KJIAaciB, BUKHUIB Ta MPOMYyIIEHUX 3HadeHb. Ha pucynky 1.3
MOKa3aHO PO3MOILT IIJILOBOI 3MIHHOI — Juie 0iu3bko 4,9% 3anmuciB Hanexarb 10

kjacy 1 (1HCyJnbT), 1110 MIATBEPAXKYE HASIBHICTh CUIJIBHOT aCUMETPil y BUOIpIII.

YacTra knacie y Bubipui (stroke)

1 - HCynsT

0 - 623 IHCYNBTY

Pucynok 1.3 — Po3moiin KUIBKOCTI criocTepexkeHb 3a kiacamu (stroke = 0 ta

stroke = 1)



17

Taka HEpIBHOMIPHICTh BHMAarae ChellaJbHUX METOIIB O00poOKH, 30KpeMa
OanmancyBanHs BuOipku 3a jgomomoroto TexHiKk SMOTE (Synthetic Minority
Oversampling Technique) a6o Random Oversampling. 1{i meToau mTy4yHO 301IBIIYIOTH

KUIBKICTh IPUKJIA/1B MEHII MPEICTABICHOTO KJIacy, HE 3MIHIOIOUU CTPYKTYPY JIaHUX.

1.3.3 IlponyuieHi 3HaYeHHS TAa OYMIIEHHSI JAHUX

Onniero 3 oco0aUBOCTEH HAOOPY € HASBHICTh MPOMYILEHUX 3HAYEHB Yy IO bmi,
10 Bi0Opa)keHO Y BUTJISIII TEIUIOBOT KapTh (pucyHoK 1.4). [Ipomycku 3ycTpivatoTbes y
6nm3bpKko 200 3anmucax, TOMy BOHM HE MOXKYTb OyTH MPOITHOPOBaHi. 3aIeKHO BiJl MO
00pOOKH TaHUX MOXKJIMBI JIBA M1AXOIH:

o ImnyTaiiis cepeiHiM 200 MellaHHUM 3HAYEHHSIM — IIPOCTHUH, ajie CTaOIbHUMI
METO/1 JIJIsl YUCIIOBUX TMOJIIB.

o MopentoBaHHsT Ha OCHOBI KOpEJIALIM — 3alOBHEHHS NPOIYCKIB 3a
JIOTIOMOT'OK0 PETPeCiiiHOI OLIIHKM, BPaXxOBYIOUM IOB’s3aH1 3MiHHI, HalpUKIald, age Ta

avg_glucose_level.

1.3.4 KopeasuiiiHi 3B’I3KH MiK 03HAKaMHU

J11st BUSIBIIEHHS 3QJIEKHOCTEM MK YUCIIOBUMH O3HAKaMU OOUUCITIOETHCS MATPHUIIS
kopessiuii [lipcona, HaBeneHa Ha pucyHKy 1.4. AHami3 mokasye, 110 ICHY€ TTOMIPHUM
MO3UTUBHMM 3B 530K Mk age Ta stroke (koedimieHT = 0.24), 1m0 MiATBEPIKYE BIIOMY
3aKOHOMIPHICTh: PU3HK IHCYJIBTY 3pOCTa€ 3 BIKOM. TakoXX crmocTepiraerbcsi ciadka
kopemsiist Mk avg glucose level 1 stroke, mo cBimuuWTH TPO POJIb METAOOTTYHUX
(akTopiB y mporHo3yBanHi [4].

Taxi Bizyamizallii 103BOJIAIOTH HE JIMIIE Kpalle 3p03yMITH CTPYKTYpYy JaHUX, a i
BiiOpaT HaWOUIbII pPEJEBAHTHI O3HAKU JUISi MOJCIIIOBAHHS, MIHIMI3YIOUU PHU3HK

IICPpCHaBYaHH:I.
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MaTpWuA KopenAuii Mix YUCNOBMMK 03HaKaMK (KoediuieHT Nipconal

id 0.00

age

hypertension

-06

heart_disease

-04

avg_glucose_level

stroke

id

w
R

hypertensicn
heart_disease
beni

stroke

avg_glucose_level

Pucynox 1.4 — Matputig Kopemsiii Mix 4nucioBUMU o3Hakamu (heatmap 3a

koedimientamu Ilipcona)

1.4 Meroau kiaacudikamii, MO BHKOPUCTOBYOTHCA Yy CHCTeMax

IIPOTrHO3YBaHHHA

CyuacHi CHCTEMH TIPOTHO3YBaHHs O0a3ylOThCSd Ha alropuTMax MAIIMHHOTO
HABYaHHS, AKI peani3yloTh pi3HI MIAXOAM 0 BUSBICHHS 3aKOHOMIPDHOCTEHW Yy JIaHUX.
Bubip wmeromy xkmacudikaiii CyTTEBO BIUIMBAE HA TOYHICTh, MIBUJKOIIIO Ta
y3arajabHIOBAJIbHY 3[aTHICTh Mozem. [[ns 3amadi mporHo3yBaHHS 1HCYJBTY JOLIIBHO
BUKOPUCTOBYBATH SIK 0a30Bl aJrOpPUTMH, TaK 1 aHCAaMOJIeBl MIAXOAH, SIKI MOETHYIOThH

KiJIbKa MOJIeJICH TS miABUINEHHS eeKTUBHOCTI [5].

1.4.1 Knacudikauiiini aaropurmMu 6a30B0ro piBHs

bazoBi meTonu knacugikailii BUCTYNalOTh OCHOBOIO JJIsl CTBOPEHHS CKJIQIHIIINX
cucteMm. Y Tabnumi 1.2 HaBeAEHO KOPOTKHUM ONMUC HAWMOMIMPEHIIINUX aJrOpPUTMIB, SIKI
OyIyTh BUKOPHUCTAHI1 JIJIsl TOYaTKOBOTO €TAITy MOJICITIOBAHHS.

Tabmums 1.2 — OcHOBHI anropuT™MH Kiacudikamii Ta iX XapaKTepUCTHKU
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AJIroputMm Tun nigxony OcHoBHa inest
o _ Tiniitna Or11iHIO€E UMOBIPHICTH HAJIEKHOCT1 00’ €KTa
Logistic Regression (LR) MOTETE JI0 KJIacy 3a JJOTIOMOTO0 CHTMOiTHOT
byHKIii
Decision Tree (DT) HepeBomnonibna |  Pozainse mpoctip 03HaK 3a IOPOTOBUMH
MOJIETIb 3HAYCHHAMH

Knacudikye 3a HalOMMKIMMHU CyCiIaMu y
MIPOCTOPi O3HAK
Bynye rinepruiomuny, mo po3aiisie Kiacu 3

k-Nearest Neighbors (KNN) EBpuctuunuii

Support Vector Machine

I'eomeTprunuit ;
(SVM) P MaKCHMaJIbHHM BiJCTYIIOM
. . . Buxkopucrosye Teopemy baiieca 3
Naive Bayes (NB) ImMoBipHiCHUI p Y peMy bar
HMPHUITYIICHHSIM HE3aJIC)KHOCTI O3HAK
e o Moenroe CKiIamIHl 3a1eKHOCTI Yyepes apu
Neural Network (NN) Henminiitamii 8 g p P

HEHpOHIB

JUist 3a7a4i MPOTHO3YBAHHS 1HCYJIBTY BaXJIMBO BPAaxXOBYBATH HE JIUILE TOYHICTD,
ajyie 1 cTalLIBHICTh MOJIEN MpU poOOTI 3 AucOamaHCOM KIAciB. Y TakuUX BUMAIKAX
Decision Tree abo Random Forest yacto 1eMOHCTPYIOTh HallKpally y3araJlbHIOBAJIbHY
3JIaTHICTh, OCKUJIBKY HE MOTPeOYIOTh MacIITA0yBaHHS JAHHUX Ta MPUPOJHO 0OPOOISAIOTH

KaTeropiajibHi 3MIiHHI.

1.4.2 AHcamO0JieBi MeTOAM IK OCHOBA MiABUILEHHS TOYHOCTI

AHcamMOJIeBI METOJIM TOEIHYIOTh KUIbKa 0a30BHUX MOJCICH ISl JOCSITHEHHS
Kpauoi npoayKTuBHOCTI. OCHOBHA 1€ NOJIArae B TOMY, IO Tpyna ‘‘claOkux’
KJacu(PikaTopiB MOXKE CTBOPUTH “‘CHIIbBHY MOJIEJb, AKIIO MPAaBWIBHO 00’ €IHATH iXHI
pe3yabTatu (pucyHok 1.5). IcHye Tpu OCHOBHI THITM aHCAMOJTIB:

o Bagging (Bootstrap Aggregating) — He3alle)XKHE HaBYaHHS KIIbKOX
Mojenel Ha pi3HuX miaBuOipkax gaHux. [Ipukman — Random Forest, sikuit 00’ ennye
BEJIMKY KUIBKICTh J€PEB PILICHb.

o Boosting — mociizioBHE HaBYaHHS MOJEJCH, 1¢ KOXKHA HACTyITHa MOJICINb
KOPHUTY€E TOMUJIKHU monepennboi. Haimommpenini peanizarii — XGBoost, LightGBM,
CatBoost.

o Stacking — GaraTtopiBHeBe 00’ € JHAHHS PI3HUX AITOPUTMIB, JIc METAMOJICIThb

HABUYAETHCS HA BUX0J1ax 0a30BUX MoJieneil, opMyodu miACyMKOBUI TIPOTHO3.
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____________________________________

Pucynok 1.5 — OcHOBHI mixoau ancamOaeBOro HaBuaHHs: bagging, boosting,

AHcaMOJeBI METOIU JOBENIM CBOIO €(GEKTHBHICTh Y 3ajadaX IPOTHO3yBaHHS

MEJIMYHUX CTaHIB, JI€ CIOCTEPIraeThCcsi 3HAYHA Bapialis AaHuX. Y Bunagky Stroke

Prediction Dataset, moegnanus mojaeneid, Takux sk Decision Tree + Logistic Regression

+ Gradient Boosting, 103BoJisie 3MEHIIUTH JUCIEPCII0 Ta TMIJABUIIUTH TOYHICTH

knacudikarii (pucyHnok 1.6).

NIIE 1 Data
i Rambata ‘Efﬁ Pre-Processing }‘é

O . . Random

9{ uuﬁMjssmg Data Analysis = Forest
0 - Machine Learning Logistic
.j® Roliists é g Algorithm Regression

.
H: Tin;

5 4 Handling % K-Nearest

—> Data Neighb
| (ADASYN,SMOTE,ROSE) eighbor
-~ @@

>

Model Prediction
& Comparing

Pucynoxk 1.6 — OcHoBHI mijxoau MeTamo ienbHoro HaBuanHs Stroke Prediction

Datase
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1.5 ApxirekTypa MeTaancam0/ieBOro miaxomay

AHcaM0iieBi Ta MeTaaHcamOJIeBl METOIU CTAlU OJHUM 13 KIIOYOBHX HAmpsMiB
PO3BUTKY CYYacCHOTO MAIIMHHOTO HaBYaHHS, OCOOJNIMBO Yy 3ajadax kiacudikarii, me
BOKJIMBO JIOCSTTH HE JIUIIIE BUCOKOI TOYHOCTI, a ¥ cTablabHOCTI pe3ynbTaTiB. OCHOBHA
imess aHcaMOJIeBOTO MIAXOAY MOJsSiTae y KOMOIHAIl KUTBKOX 0a30BHX MOJCNEH, SKi
CHUTBHO TPUHAMAIOTh PIlICHHs, KOMICHCYIOUM TOMUJIKMA OJHA ONMHOI. Takwidi miaxin
0a3yeThcs Ha CTATUCTUYHOMY INPHUHIIUII: KOJCKTHBHA OI[IHKA HE3AICKHHUX MOJIENCH €

OLTBIIT HATIWHOKO, HIXK OKpeMe TiepeadadeHHs Oy 1b-gKoi 3 HuX [6].

Educational Dataset l

/N

Student's Attributes Class

(Demography, FP Score, (Cluster 1,
BS Score, AC Score, Cluster 2,
WP Score) Cluster 3)

Data Preprocessing ‘

y

Balancing Dataset |

Yy

Select Base Level
Classifiers

Training and Testing Training and Testing Training and Testing Training and Testing

Dataset - Dataset » Dataset - Dataset
| Classifier 1 | Classifier 2 | Classifier 3 | Classifier 4

Lo
(reaicion S —{ p1 2 3] [pa)

‘ Meta ﬁaiﬁg Eataget ‘

Meta Classification |

. Y .
‘ Prediction |

Pucynox 1.7 — ApxiTekTypa MeTaancam0JIeBOTO IMiIX0Ty
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Ha pucynky 1.7 mogaHo y3arajibHEHY apXITEKTypy MeTaaHCcaMmOJIeBOrO MiIXOAY -
stacking, BUKOpPHCTAHOTO TMiJ Yac po3poOKM MOAEIi IPOrHo3yBaHHs. Jliarpama
BimoOpaskae JBa OCHOBHI piBHI O0OpOoOKHM naHWX — 0a30BHil aHcaMOJieBHI PIBEHBb Ta
METapiBeHb Y3TOJDKEHHS pPE3yJIbTaTiB, L0 € XapaKTepHUMHU MJiI MeTaaHCaMOJIEBUX
CHCTEM MAalIMHHOTO HaBYaHHSI.

Ha nmouatkoBomy eTami BXiaHMI HAOIp JaHUX MPOXOAUTH MPOLIETYPH MONEPETHBOT
00poOKH, 1110 BKIIOYAIOTh OYUIIICHHS, HOpMai3allilo O3HaK, KOAyBaHHS KaTeropialibHUX
3Ha4YeHb Ta YCYHEHHs mporyckiB. [licas mporo ¢opmyeThest 30amaHCOBaHMA JaTaceT
[UIIXOM 3aCTOCYBAHHS BIAMOBIIHMX TEXHIK OajmaHCyBaHHA kiaciB. OTpumaHuil HaOip
JaHUX BUKOPHCTOBYETHCS JUIsl MOOYJOBH TPEHYBAJIBbHOI Ta TECTOBOi BHMOIPOK, IO
3a0e3neuye KOpEeKTHE HaBYaHHS MOJIEIIEN 1 MOAAJIbIY HE3aJIEKHY OLIIHKY IXHBOI SKOCTI.

Ha 6a3oBoMy piBHI 3/1IHCHIOETHCS] HABYAHHSI OJHOTO 200 KUIBKOX KJIacu(}iKaTopiB,
KOXEH 13 AKUX OTPUMYE KOIIII0 MIATOTOBICHOTrO AataceTy. L1 Moaen MoXyTh HaJlexkaTu
JI0 PI3HUX AJTOPUTMIYHUX MIAXOIB, IO J03BOJSIE 3a0€3MEUUTH PI3HOMAHITHICTh Y
CTPYKTYPI pillIeHb Ta 3MEHIIUTH PU3UK y3araJibHEHOI MOMUIKU. [1icisi HaBUaHHS KOKEH
KJacu(ikaTop TeHepye BIACHUM MPOrHo3 P;, KUl penpe3eHTye ab0o WMOBIPHICHY
OLIIHKY, a00 OiHapHMI pe3ynbTaT Kiacudikarii [7].

OTpumaHi MPOTrHO3HI 3HAYEHHS (POPMYIOTH METATPEHYBAJIbHUM JaTaceT, IO
CIIyI'y€ BXIJHUMHU O3HaKamH [JIsi Mojenl merapiBHsA. Ha MeTapiBHI BUKOHYETHCS
HaBYAaHHS OKpPEMOi MoOjemi, Tak 3BaHOI Meta-learner, roIoBHOWO (YHKIE SKOI €
y3rOJIPKEHHS pe3yJibTaTiB 0a30BUX Kiacu(]ikaTopiB Ta MMOO0yJI0Ba ONTUMAJIbHOTO
¢biHanTBPHOTO MPOTHO3Y. TakuM YMHOM, METaMOJIe]h HABUYAETHCS OIIHIOBATH BHECOK
KOXHOTO 0a30Boro kiacudikatopa Ta KOMOIHYBATH iX pe3yiabTaTH TaKUM YHMHOM, 100
MIHIMI3yBaTH 3arajbHy MOMUJIKY KiIacu(ikali.

[Ipouec 3aBepiryeThest POPMYBaHHIM OCTATOUHOTO MPOTHO3Y, KUl 0a3y€ThCs Ha
BHCHOBKAax MeETaMoOJEJl, IO JO3BOJISIE IMABUINMUTA TOYHICTH, CTIHKICTH 1
y3arajabHIOBAJIbHY 3aTHICTh CUCTEMHU TIOPIBHSIHO 3 BUKOPUCTAHHIM OKPEMUX MOJICIICH.
[IpencraBnena  apxiTeKTypa  JIEMOHCTPY€  JIOTIYHY  TOCHIJIOBHICTh  €TaIliB
MeTaaHCcaMOJIeBOT0 HABYAHHS Ta ITFOCTPY€E MPUHIIAITN TOE€THAHHS HE3JICKHUX MOJIEIeH

y €IUHY 0araTopiBHEBY 1HTEJIEKTYyaIbHY CUCTEMY.
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VY pesynbTaTi NPOBECHOI0 aHalli3y MPEeIMETHOI 001acTi OyJI0 BCTAHOBJICHO, 1110
3a/1ava MPOTHO3YBaHHS 1HCYJIbTY HAJICKUTH J0 KJIacy OlHApHUX 3aja4 Kiaacudikarii, s
SKUX XapaKTepHAa HASBHICTh BEIUKOI KITBKOCTI O3HAK PI3HOI TPHUPOAM, AMcCOATIaHC
BUOIpKU Ta moTpeda y BUCOKIM TOYHOCTI TepeadadeHb. BukopucranHs HaOOpy JaHUX
Stroke Prediction Dataset 3 mnatdopmu Kaggle nano 3mMory BUBUNUTH peanbHy CTPYKTYPY
MEIUYHUX 3aIUCIiB, MPOAHAI3YBATH BIUIMB KOXKHOI O3HAKH, OIIHUTH SKICTh JaHUX 1
BUSIBUTH TIOTEHITIIHI MTpo0IieMH, 110 BILITMBAIOTH HA MPOIeC HaBYaHHSI MOjeNel — Taki
SK TPOIYCKH, KOpENAlii Ta HepIBHOMIpHMI po3moAin kiaciB. Ha ocHOBI 11p0ro 0yio
BU3HAYEHO TMOCIIIOBHICTh €TalliB IMOMEPEAHbOI OOpOOKM: HOpMai3allisi, KOJIyBaHHS,
OamancyBaHHda Ta Bamigamis. [lpoBegeHe JOCHIKEHHS Cy4YacHHX allTOPUTMIB
KJacudikalli mokasasno, o MoOJUHOKI MOJIEN1, X0Y 1 34aTH1 A0 IIBUJIKOTO HABYAHHSI, HE
3a0e3MeuyoTh CTaOUIbHOI y3arajabHIOBAJILHOI 3JaTHOCTI MpU POOOTI 3 pealbHUMU
nanuMmu. CamMe TOMY 3aCTOCYBaHHS aHCaMOJIEBUX 1, OCOOJMBO, METaaHCaMOJICBUX
METOMIB Kiacu(ikamii € AOLUIBHUM PIMIEHHSIM JUIs  MIJABHUINCHHS HAIIMHOCTI

nporHo3yBaHHs (Taduui 1.3).

Tabmuus 1.3 — TlopiBHSHHS BIACTUBOCTEH OKpEeMHX, aHCaMOJIEBUX Ta

MeTaaHCcaMOJIEBUX MOJIEJIEN

. . . . Mertaancam0.ieBi
XapakTrepucTHKa Oxpemi mogeJi AHcamO0J1eBI MoeJti
CHCTEMH
VY3aranpHIOBajIbHA
. Cepenns Bucoka Hyxe BUCOKa
3/1aTHICTh
CTi¥KICTb J10 IIyMIB Huspka Cepenns Bucoka
IHTEepnpeTOBaHICTh Bucoka Cepenns Husbka
OO6uucnroBanbHa
} Huzbka Cepennus Bucoka
CKJIaJIHICTh
VMoBipHicTb .
p Bucoka [TomipHa Hwuspka
NepeHaByaHHs
[IpunatHicts 10
pua Il Cepenns Bucoxka Bucoka
BEJIMKUX JIAHUX

OOGrpyHTyBaHHs BHOOpPY MeTaaHCaMOJIEBOTO MiJXOAY CIUPAEThCA HE JIMIIEC Ha
MaTeMaTU4H1 MepeBard aHCcaMOJIFOBaHHS, a M Ha NPHUHIUIINA 1HXEHEpli ImporpaMHOTO
3a0€3MeUYeHHs] — MOMAYJBHICTh, MAacIITa0OBaHICTh, TIOBTOPHE BUKOPUCTAHHS

KOMIIOHEHTIB 1 MOJXIJIMBICTh ajamnTaiii CHUCTEeMH JI0 HOBHUX JDKEpel JaHHuX.
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3anpornoHoBaHa apXiTeKTypa MOEAHYE KIIbKa PIBHIB: MIJATOTOBKY JaHHUX, MOOYIOBY
0a30BMX aHCaMOJIiB, MeTaarperaiito pe3yjbTaTiB Ta OLIHKY SKOCTI. Taka CTpyKTypa
JI03BOJISIE IHTETPYBATH Pi3HI aropuT™MH, TakuX sik Random Forest, XGBoost, LightGBM,
CatBoost Ta iHIIKX y CIUIbHY CHCTEMY, ITiIBUIIYIOYN TOYHICTD 1 CTIHKICTH A0 1rymiB [8].

[Tepmmii po3aia miATBEPIKYE, IO OOpaHUN IMiIX1]] HE JIHIIIE BiAMOBIIa€ BUMOTaM
JUIS TABUIICHHS Kiacu@ikaiii, age W Yy3TOMKYETbCS 3 KOHLEMIIE 1HXEHEPHOTO
NPOEKTYBaHHS I1HTENCKTyalbHUX CcHUCTeM. lle CTBOprO€ OCHOBY [UIsl TOJABIIOL
peainizailii, €KCIEPUMEHTAIFHOTO JOCHIIKEHHSI Ta TECTYBaHHS METaaHCaMOJIEBUX
QITOPUTMIB Yy MEXKax TMPOTHO3YBaHHS Ta BHUABJICHHS MEJMYHUX JIIaTHO3IB Ta

nepeaoaycHb.
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2. METOJMKA ONTHUMI3ALIT MOJEJI TA PEAJII3ALUS
MOJIEJI HA TIPAKTHLII

Cuctema TpOTHO3YBAaHHS PU3MKY 1HCYJIBTy, peali3oBaHa Ha  OCHOBI
MeTaaHcaMmOJIeBOi MOJIel MAllMHHOTO HAaBYaHHS, MPU3HAYEHA JJIs aBTOMATH30BaHOTO
aHalli3y MEeIWYHUX JaHUX Ta (POpPMYyBaHHS MPOTHO3IB Ha OCHOBI BXIJHUX MapaMmeTpiB

Marl€cHTa.

2.1 BapiaHTH BUKOPHUCTAHHS CUCTEMH

Po3pobiieHa cucrema NMOBUMHHA 3a0€3M€4yBAaTH CTPYKTYPOBAaHY B3a€EMOMII0 MIX
KOPHUCTYBa4eM Ta OOUMCIIOBAILHUMH MOJYJISIMHU, BKIIFOUAIOUU MOJTyJIb 0OpOOKH J1aHUX,
MOAYJb 0a30BUX Kiacu(piKaTOpiB, METapiBEHb Ta IHTEep(elic BUBOAY pe3yJibTatiB. s
dbopmamizallii creHapiiB poOOTH cucTeMH 3acTocoBaHo HoTaiiro UML y Burismi
JlarpaMy BapiaHTiB BUKOPUCTAHHSI.

OCHOBHMMH KOPHCTYBa4aMH CHCTEMH BUCTYMAIOTh:

o AHaNITUK JaHUX, SKU BUKOHY€ MIATOTOBKY BUOIPKH, aHaJI13 0COOIMBOCTEM
JaHUX Ta 3aIyCK Mpoliecy TPEHYBAaHHS MOJIENEH.

° KopucryBay cucreMu: MeAMYHU criemiaaicT\omnepaTop, SK1il BBOIUTH JaHi
naiieHTa Ta OTPUMYE MIPOTHO3.

Ha ngiarpami BapianTiB BHKOpHCTaHHS (pUCYHOK 2.1) mpeICcTaBiICHO OCHOBHI

(GyHKLI1OHATIBHI CLEHapii:

o 3aBaHTaXeHHS BXIJHUX JaHux — imnopt CSV-¢aiimy 3 meaudyHuMH
3aIrcaMu.
o [Tonepenns oOpoOka JaHWX — OYMINCHHS, KOJYBAaHHS KaTEropialbHUX

O3HaK, HoOpMaJli3ailisi, 0ajJaHCyBaHHSI.

o 3anycKk TpeHyBaHHs 0a30BHX KJacU(PIKaTOpIB — BUKOHAHHS HaBYaHHS
Random Forest, XGBoost, LightGBM, CatBoost Ta iHImIXx Moaenen.

o dopMyBaHHS METAaTPEHYBaJIHLHOTO HAOOPY TAHUX — TeHepallis MPOTHO31B

0a30BUX MOJIEJIEH.
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° Hapuanus metamoesni — mo0y10Ba MOJIEN y3TO/KEHHS HA OCHOB1 BUXO/IIB
KJ1IacH(1KaTOPIB MEPIIOTO PiBHI.

o OnTuMizalisi rirneprnapameTpiB — aBTOMAaTUYHUN TMOIIYK HaWKpalux
KoHbirypamiii ~ momeni  3a  pomomoroto  mpouenyp — GridSearchCV  rta
RandomizedSearchCV.

o I'enepartis mporaozy — ¢GopMyBaHHS MHMOBIPHICHOI OIIIHKH PHU3UKY
IHCYJIBTY JUIsl HOBOTO 3aITUCY.

o Bizyanizamis pe3ynpraTiB — moOynoBa rpadikiB, ROC-kpuBux, MaTpuilb

INIYTAaHUHHA Ta CTATUCTHUYHHUX 3BITIB.

CucTema NPorHO3yBaHHA IHCYNLTY
e /FeHepauiﬂ\\
% ™ nporHoay
P T
C o~
Kopw:Tyan 7 Bisyanisauis ™
. peayanaTiB//
Imnopt uaTaceﬁ[)
" Tonepeny
\._0Bpobika aaHmx
[ / . P i : N e ——
e / OI‘ITVIMIZ!aLlIFl \'\ ( Me?::;T;.li —«include» 57 POpMYERHHR 1 jncluden o " Haeqakhs >
N > rinepnapametpie /}\‘17"///‘>\'Afl?fﬁ!iat'}’l-—)i / " Sesonx uoneneh

AHamm\

Pucynok 2.1 — Jliarpama OCHOBHHX BapiaHTIB BUKOPUCTAHHS (101aTOK 1)

Koxen ¢yHKmioHaTpbHUN CIieHapiii 3a0e3redye B3aEMOJII0 3  TEBHUM
KOMIIOHEHTOM CHCTEMH, IO JO3BOJSE YITKO PO3AUIATA BIAMOBIAAIBHICTh MIXK
MoaynsiMu. Takwil TAXiA  BIANOBIAAE TPUHIMIAM  1HXEHEPil MpOrpamMHOro
3a0e3neyeHHs], 3abe3nedye MacIITaOOBaHICTh APXITEKTYpPH Ta CIPOILYE MOJANIbIIY

MO (DIKaIIF0 CUCTEMH.
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2.2 ApxirekTypa mporpaMHoi CucTeMHu

ApXiTeKTypa TpOrpaMHOi CHUCTEMH I MPOTHO3YBaHHS 1HCYJIBTY MOOYIOBaHA
BIIMOBIAHO 70O TPHUHIMUINB  MOJYJIBHOCTI, MAacIITaOOBaHOCTI Ta  PO3AUICHHS
BiJIMTOBITAJTLHOCTEMH, SIKI € OCHOBOTIOJIOXKHUMH B 1H)KEHEPIi MpOorpaMHOTO 3a0€31eUeHHS.
OcCkinbKM cHCTEMa peajidye CKIaJAHUW mporec OOpoOKM MJaHMX Ta HaBYaHHSA
MeTaaHcaMOJIeBOI ~ MOJieli, apXiTeKkTypa OyJia  CTPpyKTypoBaHa Yy  BHIJISII
B3a€MOIIOB’SI3aHMX KOMITOHEHTIB, KOXXEH 3 SKHX BIJNOBIIa€ 3a OKpEeMHUIl erar
oOuucnenHs. Takuii miaxig 3a0e3nedye THy4YKICTh MPU PO3MIUPEHH] (HyHKIIIOHATBHOCTI,
MOJKJIMBICTh TIOBTOPHOT'O BUKOPUCTAHHS MOJIYJIIB Ta CIIpOIleHe TecTyBaHHs [9].

3aranpHa apXiTEKTypa CKJIaJa€TbCs 3 JIEKUIBKOX JIOTTYHUX piBHIB. Ha mepmomy
piBHI po3TamoBaHo MoAyJb Data Processing, skuii BiIOBIIa€ 3a 3aBaHTAXKEHHsI HA00PY
JAHUX, OYUIIEHHS, KOAYyBaHHS KaTeropiaJbHUX 03HAK, HOpMaTi3allilo YUCIOBUX 3MIHHUX
Ta OanaHcyBaHHS BUOIpKH. Lleil KOMIIOHEHT (popMye MIATOTOBIEHHM AaTACET, SIKUA MOYKE
nepeaaBaTUCs K B 0a30B1 MOJIENI, TaK 1 BAKOPUCTOBYBATUCS MTOBTOPHO MPU ONTUMI3AIIiT
rinepnapameTpiB. Jpyruil piBeHb BkiItouae Moaysib Base Models Layer, 1mo MicTUTh
HaOlp He3alexHUX OazoBux kiacudikaropiB, Takux sk Random Forest, XGBoost,
LightGBM, CatBoost, Logistic Regression Ta SVM. Koxen kinacudikarop peaiizoBaHuil
SK OKpPEeMHUH KOMIIOHGHT, M0 CHpOIIYE eKCIECPUMEHTAIIbHE TIOPIBHSIHHSI Ta
MaciTabyBaHHs CUCTeMU. Pe3ynbTatu ix poOOTH mepenarThest 0 TPETHOTO PIBHI —
Moaynsi Meta-Learner, sikuii oTpuMye€ MPOTHO3HI HMOBIPHOCTI 0a30BUX MOJENEH 1
dbopmye MeTaTpeHyBaJIbHUN Habip. MeTaMojeab BUKOHY€ arperaiiro IpOTrHO3IB 1
3abe3reuye (iHagpHE PINICHHS, IO MIABUINYE TOYHICTH Ta CTAOIIBHICTH CHCTEMH.
Oxpemuii komnoneHT Evaluation Module BianoBimae 3a oOUYMCIEHHSI METPHUK SIKOCTI,
nobynoBy ROC-kpuBHX, MaTpHIlh IUTyTAaHUHYU Ta 1HITUX 1HIAKATOPIB, HEOOXITHUX IS
aHani3y e(peKTUBHOCTI MOJIENI.

B3aemomiss Mik KOMIIOHEHTaMH OIKMCAaHA Yepe3 TOCHIIOBHI BUKIMKH, SKi
BI/IMOBIAAIOTH €TaraM OOpOOKH JaHWX 1 HaBYAHHS MOJICII: BiJ IIEPBHHHOI I1ATOTOBKH
JlaTaceTy N0 TeHepallli (piHaIbHOro MPOTHO3Y. APXITEKTypa peasli3oBaHa 3a MPUHIUIIOM

«xoHBeepa» (pipeline), o 3abe3medye aBTOMaTH30BaHE MPOXOHKEHHS JAaHUX Yepe3 yci
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HeoOXx11H1 eTanu. KoMIoOHEHTHA CTPYKTypa J03BOJISIE JIETKO 3aMIHIOBaTH a00 J0aBaTH
HOBI Moje, MoaudIKyBaTH CTpaTerii monepeaHboi 00poOKH AaHUX a00 3MIHIOBATH
MeTaMo/IeJb 0e3 HEoOX1AHOCTI IEPENMCYBATH 1HIIII YACTHHH CUCTEMH. Taka apxiTeKTypa
€ ONTUMAJIBHOIO JUTS 33/1a4 MAIIMHHOTO HABYaHHS, JIe EKCIIEPUMEHTYBaHHS 3 MOJICIISIMU

Ta TineprmapaMeTpaMu € KIFOYOBUM €JIEMEHTOM ITPOIIECY PO3POOKH.

CucTema NPOrHo3yBaHHA IHCYN Hry\

Data Processing

l Base Models

‘ Feature Engineering ‘ ‘ Logistic Regression ‘ CatBoost LightGBM ‘ ‘ XGBoost Random Forest

~ N/

Base Models Layer

Meta-Learner

Y

Model Persistence

\

‘ Prediction Interface

Evaluation Module

Pucynok 2.2 — ApXiTekTypa KOMIIOHEHTIB CHCTEMHU

2.3 KoMnoHeHTH MPOrpaMHOI CUCTEMHU

JliarpamMa KOMIIOHEHTIB Bi1oOpakae Gpi3uuHy CTPYKTYPy IPOTrpaMHOi CUCTEMH, IO
BUKOPHUCTOBYETHCS ISl peatizallii MeTaaHcamMO0JIeBOT MOJIEIl MMPOTHO3yBaHHS 1HCYJBTY.
Ha Bigminy Bim miarpaM BapiaHTIB BHUKOPHCTAHHS YH TIOCHTIJIOBHOCTI, Jiarpama
KOMITOHEHTIB JIEMOHCTPYE, 3 SKUX MOJIYJIB CKJIQIa€ThCd PO3POOJICHE MporpamMHe
3a0e3MneueHHs], K1 (PyHKIIIOHAbHI YaCTUHU 130J1bOBAHO PEai30BaH1 y BUTIIAJI OKPEMUX

KOMIIOHEHTIB Ta SKUM YHHOM BOHH B3a€MOIIOTH MK COOOIO.
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ApXITeKTypa cucTeMH Mo0y/10BaHa 3a MOAYJIBHUM MIIX0J0M, 1110 JO3BOJISIE YITKO
PO3MEXKyBaTH BIAMOBIAAIBHICTD MIX PI3HUMH YacTUHAMU CHUCTEMH Ta CIPOCTUTU
MOJAJIBITY TIATPUMKY 1 posmupeHHs. OCHOBHUMH KOMIIOHGHTaMH € MOAyJh Data
Processing, sikuii 3a0e3neuye podOTy 3 TaHUMHU, BKJIIOYAIOYH 3aBAHTAXKEHHSI, OUUIIICHHS,
HOpMasi3aiito Ta 6anancyBanHs BuOipku. Kommonent Feature Engineering BiamoBigae
3a TpaHcopMaIlilo O3HAK Ta iX MIArOTOBKY 10 HaB4YaHHsS Mmojeneil. Kommonent Base
Models Layer micTuth Ha01p Ki1acudiKaTOPpiB MEPIIOTO PIBHS, KOKEH 3 IKUX Peai30BaHO
K OKpEeMHU MiJKOMIOHEHT — Taka CTPYKTypa IOJETIIye 3aMiHy, TECTYBaHHS Ta
KoMOiHyBaHHs anroputmis [10].

Kommnonent Meta-Learner € KII0O4YOBUM €JIEMEHTOM apXITEKTYPH, OCKUIbKH BIH
dbopmye meTaTpeHyBalbHUM HAOIp AaHUX HAa OCHOBI MPOTHO31B 0a30BUX MOJENEH Ta
3MilicHIoe  (iHaNbHE Y3rOo/KeHHs pe3ynbrariB. KommonenTt Evaluation Module
BIJINIOBIJIA€ 32 OOYMCIICHHSI METPHK AKOCTI, MOOYA0BY IpadikiB, a Takok (HOpMyBaHHS
3BITIB I0A0 epekTuBHOCTI Mojeneil. Okpemo BuaineHo Model Persistence Module, o
3a0e3neuye 30epeKeHHS Ta 3aBaHTAXXCHHS HABUCHUX MOJENEH I TOAabIIOTO
BUKOpHUCTaHHA 0e3 nmoBTopHOro HaBuaHHsA. KommnoneHnt Prediction Interface 3a0e3neuye
pobOTYy 3 KOpHCTyBadeM a0o0 30BHINIHIMHU CEpBiCaMM, HAJIal0Yd MOMKJIMBICTH
nepeaBaHHs HOBHUX JIAHWX Ta OTPUMAaHHS IMMPOTHO3Y Y 3pYYHOMY JIJIsl B3aeMOi1 (hopmari.

3aBASKM  MOJIYJBbHIM  CTPYKTYpl BCl KOMIIOHEHTHM B3a€EMOJIIOTH  Yepe3
CTaHJapTHU30BaH1 IHTepdericH, 110 CIIPHUsE MPUHITUIIAM CITA0KOTO 3B’ I3yBaHHS Ta BUCOKOI
BHYTPIIIHBOI Kore3ii. Takuil miaxig € ONTUMaIbHUM JIJIsi CHCTEM MAITMHHOTO HaBYaHHS,
OCK1JIbKU JI03BOJISIE€ HE3AJIEKHO BJIOCKOHAIIOBATH MOYJI1, 10/1aBaTH HOBI KJIacU(PiKaTOpH
a00 3MIHIOBaTH MeTaMo/Ieb 6e3 HeoOX1AHOCTI pedaKTOPUHTY BCiei cucteMu. B Tabmuin
2.1 HaBeIeHO KOMIIOHEHTH, SIK1 MOSICHIOIOTh B3a€EMO3B’ S13KM MI>)K OCHOBHUMU €JIEMEHTaMU

CHCTCMU.



30

Ta6mung 2.1 — [lpu3HaueHHs: KOMIIOHEHTIB CUCTEMU MIPOTHO3YBAHHS 1HCYJIBTY

KoMmnonenr

Ilpu3HavyeHHs

Data Processing

3abe3neuye 3aBaHTaXKEHHS J1aTaceTy, OYMILEHHS BiJl IPOITYCKiB Ta
aHOMaJTiil, KOJyBaHHS KaTeropiaJbHUX O3HAK, HOPMaJIi3allito YUCIOBHX
naHux Ta 6anancyBaHHs BuOipku. @opMye miAroToBIEHUH Habip JaHUX
JUTSL TIOJAJTBIINX €TaIliB MOJICITIOBAHHSL.

Feature Engineering

Bukonye no0ynoBy, Tpancopmario ta BHOip iHHOpPMAaTHBHUX O3HAK, 1110
MiIBUINYIOTH €(PEKTUBHICTh HABYAHHS Mojieliell. 3a0e3neuye y3roKeHICTh
CTPYKTYpH O3HAK Ha BCiX €Tanax CUCTEMH.

Base Models Layer

Mictuth Habip He3aIeKHUX 0a30BUX KiIacu(iKaTOPiB MEPIIOro PiBHS
(Random Forest, XGBoost, LightGBM, CatBoost, Logistic Regression),
ki pOpMyIOTh epBUHHI POTHO3H. CIIY)KUTh OCHOBOIO JUIsSi CTBOPCHHS

METaTpEeHyBaJIbHOTO Ha0OopYy.

Random Forest

JepeBa pimenp y hopmaTi aHCaMOJIIO; TEHEPY€E MPOTHO3 Ha OCHOBI
bootstrap-Bubipok. 3ade3mneuye CTIHKICTh A0 MIYMIB Ta iHTEPIPETOBAHICTh
pEe3YJIbTATIB.

XGBoost

I'panieHTHHIA OYCTHHT 3 ONTHMI3AIlI€0 OOYHCIICHD; 3a0€3I1eUy€e BUCOKY
TOYHICTB 1 CTa0IIBbHICTh HABITh HA CKJIQIHUX JIAHUX.

LightGBM

BucokonpoaykTuBHUN OyCTHHT, ONTHUMI30BaHHM JIJIs1 BETUKUX HAOOPIB
JAHWUX Ta BUCOKOI KUIBKOCTI 03HAK. BUKOpHCTOBYE nepeBono1ioHi
PO30OUTTSL, 1110 MPUCKOPIOIOTh HABYAHHSI.

CatBoost

Anroput™m OyCTHHTY, OpIEHTOBAHUN Ha pOOOTY 3 KaTeropiaTbHAMH
03HAKaMU; 3MEHIITy€ PU3UKU NIEpEHaBUaHHS Ta HEe TOTPeOye pydHOTO
KOJYBaHHS KaTeropi.

Logistic Regression

JloricTuuHa MozeIb, sIKa BUCTYTAE SIK 0a30BUM JIHIMHUMA Ki1acudikaTop Ta
3a0e3meuye iHTepIpeTOBaHICTh MPOrHO3iB. YaCTO BUKOPUCTOBYETHCS Y
pOJIi METaMOJIeli.

Meta-Learner

dopMye MeTaTpeHyBaJIbHHI Ha0ip HA OCHOBI BUXO/IIB 0a30BUX MOJIEIIEH 1
HaBYa€ThCsI KOMOIHYBATH iX MPOrHO3u. 3abe3nedye (iHaabHE PIlICHHS
MeTaaHcaMOIIio.

Evaluation Module

O6uuncoe metpuku edexrusHocti (Accuracy, Recall, Precision, F1-score,
ROC-AUC), popmye matpuiro muryrannan, ROC-kpuBi Ta iHMI
Bi3yanizaiii, HeoOXiIHi JUIs aHaTi3y SIKOCTI MOJETII.

Model Persistence

3nilicHIOE 30epeKeHHsl HaBUEHUX MoJienel y (aiinu (cepiamizaris) Ta ix
3aBaHTaXEHHS JJIsl TOBTOPHOTO BUKOPHCTAaHHS 03 HEOO0X1THOCTI
MTOBTOPHOT'O HAaBYaHHSI.

Prediction Interface

Hanae inTepdeiic B3aemMoii 1)1 BBEIEHHSI HOBUX JAHUX KOPUCTYBaueM 1
OTPUMAaHHS MPOTHO3Y. 3abe3nedye MoBEepHEHHs KMOBIpHICHUX a00

O1HApHUX PE3YJIbTATIB MOJIENI.

2.4 ]JliarpaMu mocJaiZ0BHOCTI

VY mexax po3poO0JIeHOI CUCTEMH NPOTHO3YBaHHS 1HCYJIBTY BaXJIMBO HE JIMILE

BU3HAYUTH CTaTUYHY CTPYKTYpY KOMIIOHEHTIB, aje W QopManizyBaTd IUHAMIKY

B3a€MO/IIT MK HUMHU. [[7151 IbOTO BUKOPUCTOBYIOTHCS JlarpaMu IOCIiOBHOCTI (Sequence

Diagrams), siki BigoOpakaroTh MOPSAJOK BUKIMKIB METOJIB, OOMIH MOBIIOMJIEHHSIMU Ta
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4acoBY IMOCIOBHICTb onieparliii. Y naniii poO0Ti pO3TJISIHYTO TPHU OCHOBHI ITOTOKHU: TIOTIK
pobOTH KOpHCTyBaya, MOTIK poOOTH MOJEII Mepiioro piBHs (6a30BUX Kiacu(pikaTOPIB)
Ta MOTIK poOOoTH MeTamojeni. BoHu BimoOpakaroTh JIOTIKY (DYHKIIIOHYBaHHSI CUCTEMHU
BiT MOMEHTY B3a€MOJIii 3 KOpPHCTyBadeM 10 (OPMYBaHHS OCTATOYHOTO MPOTHO3Y

MEeTaaHCaMOJTIO.

Ty
@)

9
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KOPMCWBaH IHTepdhelic O6pobia gaHux Baaosi mogeni MeTamomens
o NPOrHO3YBaHHS (Data Processing) (Base Mcdels Layer) (Meta-Learner)
(Prediction Interface) - g
N

Pucynok 2.3 — B3aeMozist M KOpHCTYBau€M CUCTEMHU Ta IHTEppercom

IIPOIrHO3yYBaHHA

[Tepmmii cueHapiii — MmOTIK poOOTH KopHCTyBada (PUCYHOK 2.3) — ommHCye
B32EMOJIII0 M1 KOPUCTYBa4eM CHCTEMH, IHTEP(EHCOM MPOrHO3yBaHHS Ta OCHOBHUMU
BHYTpIIIHIMU MOAysiMU. KopucTyBau 1HIIIOE 3alUT, BBOJASAYM JJaHI HOBOTO MAalllEHTa
yepe3 koMmroHeHT Prediction Interface. [licns nporo mani nepegaroThes 10 Moaysist Data
Processing, 1e BUKOHYIOTHCS HEOOXI1/IHI OTepartii monepeanbpoi 00poOKU: MepeTBOPEHHS
dbopmaTry, HOpMasi3allisi YKMCJIOBHX 3HA4€Hb, KOJYBaHHS KaTeropiaJbHUX O3HAK
BIANOBIAHO JO CTPYKTypH, BHUKOPHCTAHOI TiJ] 4Yac HaByaHHS Mojenei. [ami
MIJITOTOBJICHUN BEKTOP O3HAK CIPSAMOBYETHCS 10 METaaHCAMOJIEBOi MiJACUCTEMH, sKa
BKJIIO4a€ 0a30B1 Kiacudikaropu Ta Mmetamo ienb. [licis o6uncieHHs NporHo3y pe3yabTaT

noBepraeThest A0 Prediction Interface, ne BimoOpakaeTbcs KOpUCTyBauy y BUIJISAIL
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HMOBIPHOCTI HAaCTaHHS 1HCYJIBTY a00 OiHapHOTO pilieHHs. Takuil crieHapii JeMOHCTPYE,
M0 JUIS KIHIICBOTO KOPUCTyBada CHUCTEMa TIIOBOJMTHCS SIK «UOpHA CKPUHBKaY,

NPUXOBYIOYH BHYTPIIIHIO CKJIAHICTh peai3oBaHuX anroputmis [11].

‘{— . ' ; . . . MeTarperysansHi
A OBpobiia faHmx MigroToBka oaHak LUap BasoBux moaenein r r 1T Habip naHmx
AHiaﬂiT\MK {Data Processing) (Feature Engineering) (Base Models Layer) Random Forest ‘ IXGEDOS[ ‘ | LightGBM | ‘ CatBoost ‘ ‘ Logistic Regressian | (Meta-Training Dataset)
i g T T
I

I
1 3aBAHTAXWTH CUPHA DaTaceT
| {Train CSV,

OuMlLEHHs, BanaH
aBpobka nponyckis

TIepenaTy QUMLEHIA RaTACceT
KeyBaHHs KaTeropiansHix osHaK,
MECLITABYBAHHE HACTIOBMK

IMepenaTh rigrotoaneHHit
TPpaHyBansHUiA Habip
Hagum monens
Random Forest

aBeperti Mofens
T2 nepeaaTi Npor 5 Train

<
Hap-wimy monens
XGhioost

36eperti Mogens
T8 NepeaaTi nporoan Ans Train

Haguumi manens
LightGBM

B6eperti Mofens
TanepeaaTnporHosnana Tan
HaBHiTH Monerns

CatBoost

Beperti uogens
T napagatk nporios ans Train

Hag~ymi monens
Logistic Regression

36eparTi Mofens
«-T& NNepea&aTA NporHosy ang Train
OB'enraTh nparHoam
P_RF.P_XGE,P_LGBM,

P_CB, P_LR y eyt
METATPEHYBANLHIA Habip

| ToTOBMGHM METATpeHYBambHMA
1 Habip 4 HasanHA

AHE:ﬁi\‘TMK OBpobka AaH1X MigroToeka o3Hak LUap GazoBux momenei Random Forest l | XGBoost l I LightGBM l [ CatBoost ] [ Logistic Regression l MeTaTpeHyBan:EHNia
(Data Processing) (Feature Engineering) (Base Models Layer) HaBip QaHKK
] - g - . (Meta-Training Dataset)

Pucynok 2.4 — I1oTik poO0OTH MOI€I NEPIIOTO PIBHA

Hpyruii cueHapii — mnoTiK poOOTHM Mojeni mnepmoro piBHS (0a30BUX
KkiacudikaropiB) (pucyHok 2.4) — neTamizye eramnu, 1oB’s3aHi 3 poOOTOI0 aHCaMOIIo
0a30BUX MOjENEH, KoM cCUcTeMa TepedyBae y pexuMi HaB4YaHHS ab0 (QopMyBaHHS
MeTraTpeHyBanbHOro Habopy. Ilicns Toro sik Momyns Data Processing chopmyBan
OuMIleHW 1 30allaHcoBaHWM JaraceT, BIH Iepergae Horo 10 KomroHeHTa Feature
Engineering myist miarotoBku o3Hak. IloTiM Toit camuii HaOlp naHuUX 1O yep3i abo
napajeibHO HAIXOJIWUTh JO KOXXHOro 0a3oBoro kiacudikaropa, IO BXOJIUTH JO
komrioHeHTa Base Models Layer (Random Forest, XGBoost, LightGBM, CatBoost,
Logistic Regression Tomio). /s KoKHOT MOZEI1 BUKIMKAETHCS MPOLIeypa HAaBYaHHS, Y
XONll SKOi BHKOHYETbCA TMiAOIp MmapaMeTpiB Ta, 3a TOTpeOH, HaJaITyBaHHS
rinepmapametpiB. [licis 3aBepiieHHs HaBUYaHHA KOXeH kinacudikarop Gopmye BiIacHi

MPOTHO3H1 3HAYEHHS ISl 3aMMCIB TPEHYBAIbHOI BUOIPKH, IKI HAKONMUYYIOTHCS Yy BUTTISL
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OKpEMHUX CTOBMIIB Yy MeTaTpeHyBaJIbHOMY Habopi. Takum dwHOM, jJiarpama
MOCIJOBHOCTI /I 0a30BOTO PiBHS JEMOHCTPYE, SIK OJAWH 1 TOW Samuil MiArOTOBICHUM
JATaCeT TIOCTIIOBHO BHUKOPUCTOBYETHCS PIZHUMH MOJACISAMH i (HOpPMYBaHHS
0araToBUMIPHOTO MPOCTOPY MIPOTHO3IB.

Tperiit cuenapiii — IOTiK poOOTH MeTaMOel1 — BioOpakae mpoliec mody10BH Ta
BUKOPHUCTAHHSA MOJENI Y3TOJKEHHS, 10 € KIIOYOBUM €JIEMEHTOM MeTaaHcamOJIeBOro
nigxoay. Ha eram HaBuaHHS MeTaMoel KOMIOHEHT Meta-Learner oTpuMmye sik BX1HI
JaHl MeTaTpeHyBaJIbHUIA HaOip, copMoBaHUi 3 MPOTHO3IB 0a30BUX KiIacH(]PIKaTOPIB.
[Ticnst HOTO BUKIIMKAETHCS MPOIEAypa HABYAHHS MeTaMoeli (HapUKIIad, JIOT1ICTUYHOT
perpecii abo rpaJiieHTHOrO0 OyCTHHTY), SKa ONTHUMI3y€ CBOI MapaMeTpH 3 YpaxyBaHHIM
L1JIb0BOI 3MIHHOI. Ha eTamni nporHo3yBaHHs, KOJIH JI0 CUCTEMHU HAAXOAUTh HOBHI 3a1uc,
BIH CIIOYATKy MPOXOJIUTh dYepe3 0a30BI MoOjell, SKi T'€HEepyITh HaOlp MPOTHO3IB,
aHAJOTIYHUI THM, 110 BUKOPUCTOBYBAJIHCS ITiJl YaCc HaBYaHHS MeTapiBHI. OTpUMaHHHA
BEKTOp MPOTHO3IB mepenaeTscs a0 Meta-Learner, sakuii QopMye ocCTaTOUYHUMN
y3roJPKEHUH mporHo3. Jliarpama MOCIHIIOBHOCTI JJIs IOTO CIEHApIl0 JEMOHCTPYE
NOJBIMHUMN MPOX1J Yepe3 MeTaaHCaMOJIEBY CTPYKTYpPY: OAMH pa3 — y peKMMI HaBYaHHS
(13 UIbOBUMH MITKaMHu ), APYTHA — y PEKUM1 BUKOPUCTAHHS (3 IOBEPHEHHSIM PE3yJIbTaTy
KOPHUCTYBauy).

TakuM 4YMHOM, HaABEIEHI JlarpaMu TOCHIIOBHOCTI JOMOBHIOKOThH IMOMEpPEIH]
apXITEKTYPHI1 pILIEHHs, I03BOJISII0UN (POPMATTbHO OMUCATH TMHAMIKY POOOTH CUCTEMH Ha
PI3HHMX PIBHSAX: BiJ B3a€MOJIl KOPUCTyBaya 3 1HTEPPEHCOM 0 BHYTPIIIHBOI B3a€EMOIT
0a3zoBux Mmojmened 1 wMerapiBHs. lle copusie KpamoMmy po3yMIHHIO — JIOTIKH
GyHKIIIOHYBaHHA MeTaaHCaMOJIeBOi MOjIeNi, MOJErulye MOAANbITy peali3aliio Ta

CIPOIIY€ TIPOIIEC CYNPOBOY Ta MOAUQIKAIlli MPOTPaMHOI CUCTEMHU.

2.5 Mertoauka onTumiszauii rinepnapamerpiB mojeJieii

Meroanka onTuMizarlii rineprnapaMeTpiB y po3po0JieHiid CUCTEM] IPYHTYEThCS Ha

BukopuctanHi mponeayp GridSearchCV ta RandomizedSearchCV, peanizoBanux y

dbpeitmBopky scikit-learn. GridSearchCV BukoHye moBHUI Tiepedip yCiX MOMKIMBUX



KOMOIHAII TMapaMeTpiB y 3aJlaHiil CITIl, 3a0e3Meuyrour 3HaXOJKEHHS

ONTUMAJILHUX 3HAYCHB JIJIs BKa3aHOTO mpocTopy [12].

?

3aBaHTaXeHHA CUPOro AaTaceTy
(CSV 3 Kaggle)

R 2

-

Mepesip

Ka CTPYKTYPU A8HAX

(TunK, nponyckik, posnoginm)
ey

o

[ Monepeats ofpobka AEHIM(/"*Z:
AN

P

- OYWLLEHHS NPONYCKIB

- obpoGka aHomanii

- KO[IyBaHHA KaTeropiankHUX 03HaK
} - HOpManisauia YMCNOBMX 03HAK

~

Po3buTTs Ha Train/Test
(Hanpuknagn, 80/20)

Tak /BanaHCysanHa Bubipkn Hi
i\nmgiﬁne? ,:

BanaHcysaHHa Train-subipku

(SMOTE / oversampling / Baru knacie)
. -

[ BUKOpUCTaHHA BUxiaHOT
Train-eubipki
A"

J

S

A

P \
DOPMYBAHHA MATRULLI 03HaK X ]

Ta MiTok y
h

R 2

-

Hagdanusa Ba3osux moaenei 1
(RandemForest, XGBoost,
LightGBM, CatBoost, LR)

—ﬁ/

-
FeHepaltia npo

A0 Train (out-of-fold) Ta Test

\
rHo3ie Gazoeux Mogenei

.

N

Mobynosa ] . = — af ; Iﬁ
MeTATpEHYBANLHOrO HABOPY } = Croenui = nporHo3un 6a3oceux MopgenednPaaku = o6'exTn Train/Test

™

e ———

'\

~

HagyaHKs MeTamonen
(Meta-Learner, Hanp. LogisticRegression)

~

¢ - Accuracy, Precision, Recall, F1
AUC

|’ OUiHKIBAHHA AKGCTI NadnnaiHy }::: - ROC-
L

) - MATPULIA NNYTaHNHI

33,

Tak,/ AKICTe MOneni ™ Hi

- ROC-KpWBi, BaXXINBICTE 03HAK

OBinEHa?

3bepeseHHs HaB4YeHMX moaened

Ta meTamogneni (Model Persistence)

KopurysaHHs rinepnapamerpis,
3IMiHa mogenei abo

v

Mepexin y pexum
NPOrHo3yBaHHA

.

~
OTPHMaHHA HOBMX AaHUX ‘

nauieHTa

e —

nigxeaie po 0bpobku ganunx

b

~

MoaTopHe HaBYaHHA
naannaaHy

—

'\

-
MonepenHn o6pobka HOBUX AaHUX
(Ti  cami Tpanccopmaii)

\

N

~
OTpUMAHHA NPOrHo3is
6azoBux MoAEneR

P 2

Y3roaxeHHa nportosis
METamMo AN
s

S

-

J

g ™
[ MoBepHeHHs thiHaNLHOro NporHo3y

KOpPUCTYBaUY

A

H

Pucynok 2.5 — Ilpouec ontumizaiiii rineprnapameTpis
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Haromicte RandomizedSearchCV renepye BunaakoBi KoMOIHaIlll TapaMeTpiB 13
3aJIaHUX Jl1afa30HIB, 110 3HAYHO 3MEHIIYy€e Yac OOYMCIICHb 1 JI03BOJISIE JTOCIIIKYBaTH
IMIMPOKUIN TPOCTIp TineprapaMeTpiB, OCOOIMBO AJII MOJENEH 3 BEITUKOI KIJIBKICTIO
koHpirypaiii, Takux sk XGBoost un CatBoost. s mogem LightGBM 1 XGBoost 1o
MOIIYKOBOTO MPOCTOPY BKIIIOUYATHMCS TMapaMmMeTpu TIMOWHU JI€peB, KUIBKICTh IEpEB,
KoeIlI€HTH peryisipu3ailii, IBUAKICT, HABUAHHS Ta MIHIMAJIBbHUN po3Mip nucta. s
Random Forest ontumizyBaiu KidbKICTh JEPEB, MaKCUMaJbHy TJIMOMHY Ta KpUTEpli
po30uTTs. Jlnms moricTmdHOI perpecii sIK MeTaMmoJeni 3aCTOCOBYBAIM MiAOIp CHIIH
perynsipuzanii Ta mapamerpa onTtumizamii. Takum yuHOM (dopmyBasiacsa ajanTHBHA
KOH]iryparrist Ko>kHOro Kiacudikaropa (pucyHok 2.5).

VY nporneci BUOOpY HallKpalux TineprapamMeTpiB BUKOPHCTOBYBAJIACA CTPATETis
KpOoC-Baiiailii, 1o 3abe3nevyye 00’ €KTUBHY OIIIHKY SIKOCT1 KOKHOTO Habopy MapameTpiB.
3amICTh OJHOTO MOJAUTY Ha TPEHYBAJBbHUMN 1 BaJJAalIAHUNA HaOOpH, JaH1 Oararopa3zoBo
nepectaBisitotbest (k-fold cross-validation), mo m03BoNsiE yCepeTHUTH pPE3yJIbTaTH i
3MEHIIIUTH BIUIMB BUMAJIKOBUX (UIyKTyaliid y BuOIpii. B sSKOCTI OCHOBHOI METpUKHU
BukopucroByBanacsi Fl-mipa abo ROC-AUC, 3anexHO Bia aucOanaHcy AaHUX Ta
HEOOXITHOCTI OIIIHKKM WMOBIPHICHOTO MPOTHO3YBaHHsS. J[iig Mojeneit OycTuHry Ta
JIHIAHUX aJIrOPUTMIB 3aCTOCOBYBABCS KOHTPOJIb MEPEHABYAHHS IUIIXOM MOHITOPUHTY
HaBYaJbHUX Ta BAIJALIHHUX KPUBHUX.

OnTuMizariis rineprnapamMeTpiB BUKOHY€E TOABINHY (DYHKIIIO: MIABUIIYE TOYHICTh
kiacudikaili Ta 3ade3neuye cTaOUIbHICTh MOBEIIHKH CUCTEMHU MPHU JO0JaBaHHI HOBUX
naHux abo 3MiHI PO3MOAULY O3HaK. 3aBAsSKA MOJIYJbHIM apXITEKTypl KOXKEH
Kiacu(ikaTop MOXKHA ONTUMI3YBaTH HE3aJeKHO, M0 3HAYHO CHPOIIYE MPOIIeC
eKCIIEPUMEHTYBAaHHS Ta JIO3BOJSIE JOCATTH MaKCHUMAalbHOI Y3TOIKEHOCTI B paMKax
noOynoBaHoro mertaancamOmio. Taka MeToauKa JO3BOJISIE€ peajli3yBaTH ONTHUMAJIbHY
KOMOIHAIIl0 MoJeNiel, 3JaTHUX TpalloBaTU SK €JIWHa BHUCOKOTOYHA CHCTEMa

MIPOTHO3YBaHHS.
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3. PO3POBKA TA TECTYBAHHSA MOJEJII

VY mporeci po3poOIeHHsI CUCTEMHU MPOrHO3YBaHHA 1HCYJBTY Oyino oOpaHO HaOip
0a30BHX AJITOPUTMIB IIEPIIIOTO PiBHS, 3IaTHUX 3a0€3MEYUTH P13H1 CIIOCOOH y3araJlbHECHHS
JAHUX Ta BIIOBJIIOBAHHS PI3HUX THUITNIB 3aKOHOMIpHOCTEH. lle mo3Bosse MiaBUITUTH
pPI3HOMAHITHICTh aHCaMOII0 Ta 3a0e3neuyuTd YMOBU i TOOYIOBU €(PEKTUBHOI
meramozenmi. Jlo mporo Habopy ysimum Random Forest, XGBoost, LightGBM,
CatBoost Ta Logistic Regression — mozerni, 10 MO€IHYIOTh Pi3HI MPUHIIUIN HABYAHHS:

OyCTHUHT, OCTTIHT, JEPEBONOIOH] CTPYKTYPH Ta JHIAHY KIacuDiKaIliio.

3.1 Bubip aaroputmis jis kiaacudikamii Ta 00rpyHTYBaHHSI BUOOPY

ba3oBi Mozei OXOIUTIOIOTH IIUPOKUM CHEKTP MiAXOAIB /10 Kiacudikaii. Random
Forest peanizye ancamOitoBaHHSI JE€pEB pillieHb Ta 3a0e3neuye CTIMKICTh O IIyMiB.
XGBoost Ta LightGBM npencraBnsitoTh ONTHMI30BaH1 BEPCli TPalEHTHOTO OYCTUHTY,
AK1 0Ope MpalolTh 13 CKIaJHUMU 0araTOBUMIpHUMU CTpyKTypamu ngaHux. CatBoost
BUKOPHCTOBYE CIEIIANIbHI aJITOPUTMH 00pOOKH KaTeropialIbHUX O3HAK 1 3MEHIITY€E PU3UK
nepeHaByaHHs. Logistic Regression — mpocta niHiiiHa MOJENb, sIKa CIYTy€ OPIEHTUPOM
JUTS IHTEPIPETOBAHOCTI Ta YACTO BUKOPUCTOBYETHCS SIK METAMO/IETTb.

Bubip mux mojeneit 3yMOBJIeHUN iXHIMA KOMIUIEMEHTAPHUMU BJIACTHUBOCTSIMU:
JIEPEBOIOIOHT AJITOPUTMHU TO0pE MPALIOIOTh 13 HEHIWHUMH 3QJICKHOCTSIMU, METOIU
OYCTHHTY — 3 BUCOKOIO THYYKICTIO Ta MOXJIMBICTIO TOYHOTO HAJIAINTyBaHHs, a Logistic
Regression — 3 BHCOKOIO IIBU/KICTIO Ta IHTEpIPETOBaHiCTIO. Taka KoMOiHAIlisI T03BOJISE
OXOMUTH Pi3H1 aCMIEKTU CTPYKTYPHU JAHUX Y AATaceTl IIOA0 1HCYIbTY Ta CTBOPIOE YMOBH
st oOyaoBu  €EeKTUBHOTO MeTaaHcaMOro. Xoda KOXXHa 3 OOpaHux Mojenen
JEMOHCTPY€E MPUIHATHY SIKICTh HA BUXITHOMY HA00OP1 JaHUX, )KOJIHA 3 HUX HE 3a0e3meuye
OJIHOYACHO MAaKCHUMAJIbHY TOYHICTh, CTaOUIBHICTH 1 CTIMKICTh A0 IuUcOallaHCy KJIACiB.
Oxpemi Mojenl MOXYTh OyTH YyTIUBUMH 10 TAPAMETPIB, 1HII — A0 CTPYKTYPH JTaHUX

abo BuOIpku. BukopuctanHs MeTaaHcaMOJIEBOI0 MiAXODY J03BOJISIE 00’ €THATU CHIIBHI
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CTOPOHU PI3HUX AJTOPUTMIB, 3MEHIIUTH iX 1HAWBIIyadbHI HEIOJIKM Ta OTpUMAaTH

y3TOJIPKEHUH TPOTHO3, SIKUM MepEeBEPIIy€e MOKA3HUKU OY/Ib-IKO1 OKpEMOi MOJIEIII.

3.2 IliaroroBka JaHUX A0 HABYAHHSA

[linroToBKa JaHWX € BAXKJIMBUM €TAlloM MOOYJOBH MOJIENI, OCKUIBKH SIKICTb
00poOKM Oe3MocepeIHbO BIUIMBAE HA TOUYHICTh Ta CTAOUIBHICTh KiIacudikaiii. Y Mexax
poOoTu Oys0 MPOBEACHO MOCTIIOBHY MiATOTOBKY JaTaceTy, BKIIOYHO 3 PO3OUTTIM
BUOIPKM, HOPMAJII3AI€I0 O3HAK, YCYHEHHSIM mucOaiaHcy KiaciB Ta (OpMyBaHHIM
MeTaTpeHyBaJIbHOTO Ha0Oopy 71 MeTamoeni. JlataceT OyJio po3/aiJieHO Ha TPEHYBAJIbHY
Ta TecToBy BHOipku y cmiBBiHOIeHHI 80/20. Ile 3a0e3nedye MOXIMBICTh HaBYaHHS
MOJeJIell Ha OJHIM YaCTHHI JaHUX Ta HE3aJIEKHOTO OI[IHIOBAHHS Ha 1HIIIN, 10 TO3BOJISIE
OTpUMATH KOPEKTHI pe3yJIbTaTH 1010 y3arajabHIOBaJIbHOI 3IaTHOCT1 aJITOPUTMIB.

Yucnosi o3Haku Oynu HopmanizoBaHl meTojoM StandardScaler, mo 3abe3neuye
OJIHAaKOBHI MaciTad Juisi BCiX BeiauuuH. KareropianbHi O3HaKd OyJIM MEPETBOPEHI 3a
nonomororo OneHotEncoding, 1110 103B0JiI€ KOPEKTHO BUKOPUCTOBYBATH iX Y MOJEISIX,
YYTIUBUX JI0 CTPYKTYPH O3HAK, TAKHX SIK JIOTICTHYHA PETpecis Ta METOAU OyCTHHTY.

OcCKUIbKM YacTKa BUMNAJKIB IHCYJbTY y JATaceTl 3HAYHO MEHIA, HIXK KJlacy «0e3
1HCYJIBTY», OyJIO 3aCTOCOBAHO JIBA M1IXO0/IU:

° SMOTE a5t iTy4HOro 301IbIIEHHS PEICTABICHHS MEHIIIOCTI,

o class weights y Mozaensx, 1110 NiATpUMYIOTh BaroBi KOe(ii€HTH.

Ile m03BOJMIIO 3MEHIIUTH YIEPEIKEHICTh MoAesied y OiK OUIbIIOro Kiacy Ta
nigBuiuTy Recall nis knacy «iHCYynbTY.

[Ticns HaByaHHS 0a30BMX MOJEIEH MEPIIOro PiBHSA iXHI MPOTHO3W s Train-
Habopy Oynu 310paHi y BUIJISAI HOBOI MaTpulll o3Hak. KoxeH cTOBMEIh BiAMNOBIIAB
nporHo3aMm oxaHiei mogeni. lleit HaOip ciyryBaB TpeHYBaJbHUMH JaHUMHU IS
MEeTaMO/ell, IKa HABYAETHCS Y3TO/XKYyBaTH PE3yIbTaTH 0A30BUX aJITOPUTMIB Ta (OpMYyeE

(b1HaTbHUN TPOTHO3.
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Tabmauig 3.1 — OCHOBHI €Tany MATOTOBKH JaHUX

Pucynok 3.1 — ETanu nmiaroTroBKy JaHUX

Eran Onuc PesyabTar
Train/Test Split (80/20) Po3nineHns nanux Ha Hesanexna nepeBipka sIKOCTI
HaBYaHHSA Ta OLIHIOBAHHS MoOJe
KonysanHns o3nak OneHotEncoder nns VHiikoBaHe MpeIcTaBICHHS
KaTeropiaJbHUX 3MIHHUX 03HaK
MacmrabyBaHHs StandardScaler s uncnoBux [TokpatieHa cTaOIbHICTD
napaMmeTpiB HABYAHHS

banancyBaHHs ki1aciB

SMOTE / class weights

3ounsmenns Recall mist
MIHOPUTApPHOTO KJIACy

MertatpenyBaiibHUI Habip

[Tporno3u 6a30BUX MOAENEH K
HOBI1 O3HAKU

OCHOBHUH BXIJ UIS
MeTaMOJell

3.3 Peanizauis 6a30BuX Mojesel Ta onTUMI3alis rinepnapaMerpis

Ha upomMy erami myis BupilieHHs 3ajadi kiaacudikariii Oyjo peanaizoBaHO Ta

HABUEHO II'SITh AJITOPUTMIB MEPIIOTO PIBHS, IO MPEJACTABISIOTH Pi3HI MIIXOIU 0

00poOKM JaHWX: aHCaMmOJIeB1 JiepeBa pillleHb, TPAIIEHTHUN OyCTHHT Ta JIIHIHHI MOJETI.

Kosxna Mozens Oysa HaBYeHa Ha MOIMEPEeIHhO 00poOIeHOMY 1 30amaHcoBaHoMy Train-
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Ha0opi Ta OIlIHEHa Ha TECTOBIM BUOIpIIl, IO JIO3BOJMIO BU3HAYUTH IXHIO MOYATKOBY
e(heKTUBHICTH Tiepe]; HOpMyBaHHIM METaaHCaMOIIO.

Monens Random Forest Oyna HaBueHa sIK KOJIEKIiSl HE3AJIECKHUX JIEPEB PILICHb.
Takuit miaxig 3ab0e3meuye  XOpOIly CTIMKICTh J0 IIyMIB Ta 3MEHIIYE PHU3HUK
nepeHaBuaHHsi. OCHOBHUMH TilleprapaMeTpaMHd BUCTYMald KUIBKICTH JIEpEB Ta
MakcUMaibHa TJIMOWHA. Mojenb NpOoAEMOHCTpyBajda CTaOUThbHI pe3ynbTaTH Ha
BUXIJIHOMY JaTaceTi, OJHaK il TOYHICTh Oyna OOMEXKEHOI Yy BHMAJKaxX CKIJIAJHUX
HETIHIAHUX B3aeMOiil Mix o3Hakamu [13].

XGBoost pearnizye onTUMI30BaHU# TpaieHTHUN OYCTUHT 13 PEryJIIpU3aIli€l0, 110
J03BOJIsIE €(PEKTUBHO MPAIIOBATH 31 CKJIAJHUMU YUCJIOBHUMH Ta 3MIIIAHUMU JAHUMHU.
Mopnens TOKazalia BHCOKHA pPIBEHb TOYHOCTI, OJHAK BHMaraja peTeIbHOTO
HajalmTyBaHHs TinepmapamerpiB (learning rate, max depth, n estimators) s
YHUKHCHHSI TICPCHABYAHHS.

LightGBM BukopucroBye wMeroauky leaf-wise pocty nepeB Ta 3marTHHIA
00poOIIsITH OaraTOBMMIpHI JaH1 3 BUCOKOIO MIBUAKICTIO. Mo/Ieb MIBUAKO HaBYaIacs Ta
JIEMOHCTpYyBajla XOpOIll pe3yJibTaTH, OJHAK Oyja 4YyTJIMBOIO N0 JucOalaHcy Ta
noTpedyBaia BAKOPHUCTAHHS Bar KJIaciB.

CatBoost nmoka3aB BUCOKY CTaOUIbHICTh 3aBASKH BOYJIOBAHUM METOAaM 00poOKU
KAaTeropiaJibHUX O3HaK 1 €()eKTUBHUM MEXaHi3MaM 3aro0iraHHs nepeHaByanHio. Moens
Maike He ToTpedyBajia 30BHINIHBOTO KOAYBaHHS O3HAK 1 3abe3neuyyBaiia OAHY 3
HalKpalx METPUK cepel; 0a30BUX MOJIEIICH.

Jlorictnuna perpecis Oyia BKIIFOUEHA K MPOCTa, IHTEpIPeTOBaHa 6a30Ba MOJIEIb
1 SK TMOTCHIIWHWNA KaHIWJAT JJI1 MeTaMojeli. Xoda ii MpOorHO3HA 3JaTHICTh OyJia
HIDKYOI0, HK Y MOJIeiel OyCTHUHTY, BOHA IEMOHCTpYBaja CTaOUILHUN pe3yJibTar 1 Oyia
KOPHUCHOIO SIK €JIEMEHT aHCaMOJTIO.

Jlist mopiBHSIHHS €(EKTUBHOCTI Mojienell OyJ0 OOYMCIEHO KIHOYOBI METPUKHU
(Accuracy, Precision, Recall, F1-score, ROC-AUC). lle 103B0JIMI0 BU3HAYNTH CHIIbHI
Ta CciabKi CTOPOHU KOXHOTO alrOpuTMy Tiepen (opMyBaHHSIM MeTaaHcaMmOmro. Y

OUIBIIOCTI BUIMAJIKIB HAWBUII PE3yJIbTaTH MOKa3ajdud MOJEINI I'PaJl€HTHOTO OYCTUHTY
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(XGBoost, LightGBM, CatBoost), Toni sk Random Forest ta Logistic Regression

3a0€3IeunyIn cCepeaHIo, aje CTablIbHY SAKICTh (TabmuIs 3.2).

Tabmun 3.2 — [lepBuHHI pe3ybTaTH 0a30BUX MOJIeeH

Mojaeab Accuracy Fl-score | ROC-AUC 3HavyeHHs
Random Forest 0.87 0.62 0.87 Crabinena mozene, ane
IPONYCKAaE PIAKICHHUN KIIac
JloOpe BIOBIIIOE CKIIaIHI
XGBoost 0.89 0.68 0.90 3QJICKHOCT1, MEHIIIE TIOMHUJIOK Y
Kiaci «1»
Bucoka mBUAKICTh 1 TOYHICTD,

LightGBM 0.86 0.70 0.91 Kpamuii 6amanc mixx Recall ta
Precision
Haiikpammuii pe3ynbTaT cepen
CatBoost 0.91 0.73 0.92 0a30BUX MoJIeJIeH; cTilika poboTa

3 KaTeropisiMu
Logistic €IIECBO 1 MBUIKO, AJIE CYTTEBO
gisti 0.90 0.55 0.82 A JIKO, AIC CYTTER
Regression cnabuia 3a OyCTUHIOB1 MOJIEI

OnTuMizarliis rineprnapameTpiB OyJia BaXKJIMBUM €TarioM MiABUIICHHS TOYHOCTI Ta
CTaOILHOCTI MoJeNied mepmoro piBHA. [ 1bOTO 3aCTOCOBYBAIMCS METOIU
GridSearchCV Ta RandomizedSearchCV, siki 703BOJISIIOTE BUKOHYBATH CUCTEMATHYHHM
NOIIYK HaWKpalMx mapamMeTpiB 13 BUKOPUCTaHHSIM IMEpPEXpecHol  Baiigarlii.
GridSearchCV BUKOpPUCTOBYBABCS 1Jii MOJEJICH 3 BITHOCHO HEBEIMKOI KUIBKICTIO
napameTpiB, Takux sk Logistic Regression Ta Random Forest, Tomi sk
RandomizedSearchCV  3actocoByBaBcsi [l CKIAQOHIIIMX aJITOPUTMIB OYCTHHTY
(XGBoost, LightGBM, CatBoost), ne moBHuii nepedip OyB Ou HaIMipHO 00YUCTIOBAIIEHO
3aTpaTHUM.

VY pesynbrari onTUMI3ALII I KOKHOI MOAeNl OyJio 3HAWAEHO MapamMeTpH, L0
3a0e3IeunIn HalKpaluii 0ajJaHe MIXK TOUHICTIO Ta cTilikicTio. Hampuknan, s Random
Forest epextuBHOIO cTana koHpirypais 3 300 nepeBamu 1 rmmbunoro 12, ayis XGBoost
— 3MeHIIIeHa mBHUAKICTh HaBuaHH (0.05) Ta 301nbIeHa KiTbKiCcTh nepeB, 11 Light GBM
— ONTUMaJIbHI 3HaUeHHA num_leaves ta learning_rate, a ayis CatBoost — rinubuna gepes
8 Ta O0mu3bko 500 iteparriii. JlorictuuHa perpecist mokasajna Hailkpalll pe3yjabTaTH MpH

perynspu3aitii 3 koeditiearom C = 0.5.
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[TopiBHSIHHSA SKOCTI MOJENEeH J0 1 TICAs ONTHUMI3aIlil I0Ka3alo CyTTEBE
nokpamieHas: 'y cepeanbomy Fl-score 3pic ma 5-12%, ROC-AUC — na 2-4%, a
KUIBKICTh XMOHOHETATUBHUX IPOTHO3IB 3HAYHO 3MeHImiacs. HalOinpmmii mpupicTt
criocTepiraBcst ajisi Mojiesie OyCTHHTY, SIKi OCOOJMBO YYTJIMBI JO HajlallTyBaHHS
rinepnapamerpiB. Came onTuMmizoBaHi Mojeni chopMyBaid OUIBII  AKICHHMA
METaTpeHYBJIbHHM  Ha0lp, 10 TIe OuIbIIe MIABHUIIUAIO  PE3yJbTATUBHICTH
Meraancam0Oto. [le miaTBepawio, 1o rirnepnapamMeTpuyHa ONTHUMI3allisl € KPUTHYHO

BOXKJIMBAM €TaoM y TMOOynoBI e(eKkTHBHOI aHcaMmOieBOi cucTeMu Kiacudikarii

(pucynok 3.2) [14].

MopiBHAHHA MeTpuk ba3oBux Mogenei

1.0f
W Accuracy

mmm Fl-score
mm ROC-AUC

0.8

0.6

MeTpuka

0.4

0.2

0.0

Pucynok 3.2 — Pe3ynpraT TOUHOCTI Kiacudikarii 6a30BUX Mojienei

3.4 Peauizauisg Meraancamo0JieBoi MoaeJi

ITicnst oTpuMmaHHsS TPOTHO3IB 0a30BUX KiacudikaTopiB OyjlI0 peanizoBaHO
MeTaaHcaMOJIeBy MOJEIb, METOK SKOi € Y3rOJDKCHHS pe3ysbTaTiB 1 (opMyBaHHS
(G1HATBHOTO MPOTHO3Y 3 BHIIOI TOYHICTIO, HIX Yy Oyab-skoi okpemoi moxeni. Sk
MeTamojiesib Oyso obOpano Logistic Regression, OCKUIBKM BOHa JI00pe TMpalioe 3

HEBEJIMKUMHU HAOOpaMu O3HAK Ta 3a0e3Iedye IHTepIPETOBaHICTh Bar MPOTrHO31B 0a30BUX
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mozeneit. JlomatkoBo posrisimanucs XGBoost ta RidgeClassifier sik anbrepHaTHBHI
METaMOJCIIi, 3JaTHI MpalfoBaTH 3 HEIIHIMHAMH 3aJCKHOCTIMH Ta BHUKOHYBaTH

pETyISIPU3aIlifo IS T ABUIIEHHS CTIHKOCTI (PUCYHOK 3.3).

Input Data
(nauieHT / Train)

O4KMLLEHI D3HAKK

Preprocessing
(KooyBaHHA, MaclTabyBaHHA,
BanaHcyBaHHA)

X_train [ X_test

Base Models
RF, XGB, LGBM, CatBoost, LR

nporHo3n Ba3oenx Mogenen

N

Meta Features
(P1, P2, ..., Pn)

HaB4aHHA | iHpepeHc

Meta-Learner
(LogReg / XGBoost / Ridge)

AMOBIDHICTL IHCYNBTY

I SE—

Final Prediction |

Pucynok 3.3 — [liarpama OTOKy JaHUX, SIK JaH1 MPOXOASTh Yepe3 yCi piBHI

aHcaMOJIro.

Metamoaenp HaBuanach Ha METaTPEHYBAIbHOMY HaOOpi, SKHWH CKIIagaBcs 3
pOTHO3iB (IMOBIPHOCTEH) KOXKHOT 0a30BOT MOJIEIi, OTpUMaHUX 3a cxemoro out-0f-fold.
[le 103BONMIO YHHUKHYTH BUTOKY IHQOpMalli Ta 30€pertd KOPEKTHICTh HaBYaHHS.
OTpuMaHi NporHo3u ¢GopMyBald HOBUM MPOCTIp O3HAK, Y SKOMY KOXHa 3MIHHA

BIJINOBI/Iajla BIIEBHEHOCTI BIAMOBIIHOTO 0a3oBoro anroputmy. HaBuanHs mertamoseri
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nepeadavyaio onTUMI3AIl0 peryJsapu3alii Ta BUOIp HallKkpaioi METpUKH Kiiacudikarii,
110 3a0€3Me4rnI0 MaKCUMAaJIbHY 3JIaTHICTh J0 y3arajibHEHHS.

VY3romxeHHs: MPOTHO3IB BiAOyBajocsd NIISXOM TMOJadl BEKTOpa IMPOTHO3HHUX
HMOBIPHOCTEH 10 METaMO/IeNi, ika OOYUCIIIOBaja OCTATOYHUMN MPOTHO3 KJIacCy «IHCYJIbT
/ He 1HCynbT». Takuii MiaXiJ J03BOJIUB MOEAHATH CHIIbHI CTOPOHU PI3HUX aJITOPUTMIB:
crifikicte Random Forest, rayukicte XGBoost 1 LightGBM, Tounictes CatBoost Ta
iHTepnperoBanicTh Logistic Regression. Y ¢inanpbHOMYy etamnmi MeraaHcamOnb OyB
IHTETpOBaHUN y 3arajJbHUN KiIacU(iKaliiHUNA MaWIUIaiiH, M0 OXOIUIIOE TMOMEPEIHIO
00poOKy TaHKX, HaBUYaHHA 0a30BUX MojieNiel, (hopMyBaHHS METaTPEHYBaJILHOTO HAOOPY,
METay3TOJKEHHS Ta T'eHepalliio MiJCyMKOBOro MporHo3y. Lle 3abe3meumnno IigicHy Ta
MacmTaboOBaHy apXITEKTYypy, MIPUAATHY AJI MOAAIBIIOTO PO3IIMPEHHS ab0 ajanTaiii 10

IHIITUX MCINYHUX 3aa4.

3.5 Pe3yabTaTn po60oTH MeTaaHcamM0J1eBOi MoIeJTi

MertaancaMOiab JAEMOHCTpPY€E CTaOUIbHE MIABUINEHHS SIKOCTI Kiacugikarii
npotsroMm 10 enmox HaBuanus. Ananiz kpuBux Fl-score Ta ROC-AUC mnoka3ye, 1110
MOJIeJIb IIBHJKO HABYAETHCA MPOTATOM TMepmux 4—5 emox, MICHs YOoro MpoIiec
CTaOUII3y€EThCS Ta MEPEXOAUTH Y PEKUM MOCTYIIOBOTO, aJie BIEBHEHOTO 3pocTaHHs. Lle
CBITYUTH NP0 €hEeKTUBHE Y3TOHKEHHS MPOTrHO31B 0a30BUX KiIacu(iKaTOPiB 1 3/1aTHICTh
MEeTaMo/IeJIl HABUYATHCS Ha IXHIX KOMOIHOBAHMX cUTHaax (pucyHok 3.4 ta tabmnwuils 3.3).

Ha nepmomy rpadiky Buano, mo F1-score 3pic 3 0.63 1o 0.81, 110 o3Havyae 3Ha4He
MOKpPAIICHHS 3/aTHOCTI MOJENI PO3Mi3HABaTH KJAC «IHCYJIbT» B YMOBax CHJIBHOTO
nucbanancy nanux. Jpyruii rpagik nemonctpye 30ibiienass ROC-AUC 3 0.88 1o 0.945,
10 MiATBEP/KYE XOPOIITY 31aTHICTh METAaaHCAMOJIIO PO3IIJISATH TTO3UTHUBHI Ta HETATUBHI
kiacu. CykynHuil rpadik rnokasye, 1mo oOuJIBl METPUKHU 3pOCTAIOTh CUHXPOHHO, a OTKE
— ONTUMI3allisl Ta HABYaHHS MEeTaMo/eli OyJid yCHIITHUMU.

OTpuMaHi pe3ynbTaTd MiATBEPIXKYIOTh KIIOUOBY IepeBary MeTaaHCaMOJIeBOTO
MiAXOAy: JKOJAHA OKpeMa MOJIelh HE JEMOHCTpyBajla TaKWX BHCOKHX IOKa3HHKIB, a

KOMOiHaIlisl iXHIX MPOrHO3IB Y paMKax METaMofelll CYTTEBO MiJBUIIMIIA 3arajbHy
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TOYHICTb cucTeMH. Lle pobuth MeTaancaMO1b HaOUIBII €()EKTUBHOIO apXITEKTYPOIO IS

3a/1a4l MPOTHO3yBaHHS 1HCYJIbTY Ha HASBHOMY MEIUYHOMY JaTacCeTi.
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Pucynok 3.4 — Pe3ynbrati poOOTH MeTaaHCAMOJIIO

Tabmums 3.3 — [lopiBHSHHS MeTaaHCAMOJTIO Ta HaAKpaIioi 6a30Bo1 Moaei

Mogaean Accuracy Fl-score | ROC-AUC BucHoBok
CatBoost Bucoka sikicTh 3aBIsSIKM KOPEKTHIH
(Haiikpara 0.96 0.73 0.92 b 3aBIUAKH KOp
POOOTI 3 KaTeropisiMu
0a3oBa MOJIETIb)
Haiikpamuii pe3yJibrar:
MeraancamOb 0.97 0.81 0.945 Y3TO/I)KEHHSI MOJIENEH CYyTTEBO
nigsumye F1 i 3menmrye FN

OTpumani pe3yabTaTH MOKa3yloTh, 10 xoua CatBoost € HAMTOYHIIIO OKPEMOIO

MOJICIITIO cepell 0a30BUX aJITOpPUTMIB, MeTaaHcamOJiieBa MOJIETh JEMOHCTPYE 3HAYHO

BUITY €(peKTHUBHICTH, 0cOOIUBO 3a MeTpuKoto F1-score (+0.08), 1110 KpUTUIHO BasKIIMBO

y 3amayax 3 aucoanancom kiaciB. Ilokpamenass ROC-AUC Takox BKazye Ha Kpairy

3JIaTHICTh MOJIEJN BIJIOKPEMJITIOBATH TO3UTUBHUHN KJ1ac (1HCYJIBT) y CKJIQIHUX YMOBAX.
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MertaancaM0b KOMIIEHCY€E 1HJIMBIAyaJIbHI HEAOJIKH OKPEMHUX MOJENIeH Ta

KOMOIHY€ TXHI CHJIBHI CTOPOHH, ITT0 ¥ 3a0e3nedye HauKpaIuii pe3yibTar.
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4. OXOPOHA TIPAIII TA BE3IEKA B HAJI3BUUYAWHUX
CUTYALNIAX

VY nmanomy po3auii po3rIsiIalOTHCS OCHOBHI BUMOTU OXOPOHU Ipaili Ta Oe3neKu
KUTTETISIIBHOCTI, SIKUX HEOOXITHO IOTPUMYBATHCS MiJl Yac BUKOHAHHS pOOIT 3
BUKOPHCTAHHAM KOMII' IOTEpHOT TexHiku. OcoOMuBY yBary MNpPUIUICHO OpraHizaiii
pobouoro micisg Ta 3a0e3MeYeHHI0 OE3MEYHMX YMOB TIpalli BiAMOBITHO A0 YMHHHUX

HOPpMAaTUBHHX I[OKYMGHTiB.

4.1 Oxopona npami

[Tix yac po3poOKM MpOrpamMHOi CUCTEMHU AJI IPOTHO3YBAaHHS MEAUYHUX PU3HUKIB
Ha OCHOBI M€TaaHCaMOJIEBUX aJITOPUTMIB KiIacH(ikalii ocoOyivBa yBara HpuLIsiIacs
MUTaHHSM OXOPOHHU Mpalll Ta MOXKeXHOiI 0e3nekn. OCKUTbKM BUKOHAHHS KBaJi(hiKaiiHO1
poOotu mependayano TpUBaILy POOOTY 3 KOMITIOTEPHOIO TEXHIKOI, BUKOPHUCTaHHS
CJICKTPOHHUX TPHUCTPOIB, a TaKOX MepeOyBaHHS y MPUMIMICHHSIX HaBYAJIBHOTO Ta
0(iCHOTO TUITY, BAMOTH OXOPOHH IpaIll po3risiIaAIUCA SIK HEB1JI'€MHA CKJIa10Ba IIPOIIECy
pO3pOOKH MporpaMHoOro 3adbesnedeHHsa. OCHOBHOIO METOI0 JOTPUMAHHS BUMOT OXOPOHU
npaii OyJo CTBOpEHHs Oe3neyHuX 1 KOM(OPTHUX YMOB Mpalli, 3HUKEHHS PHU3UKIB
npodeciifHMX 3aXBOPIOBaHb Ta 3ar00iraHHs BUHUKHCHHIO HAJI3BUYalHUX CHUTYAaIIIH.

[HcTpykuist 3 oxoponu npami ans IT-gaxiBus Bu3Hauae 0OOOB'SI3KOBI MpaBHIia
Oe3MeKu, SKUX BIH Ma€ TOTPUMYBATHCS MiJ] 4aC BUKOHAHHS CBOIX poO0OYHMX 00OB'SI3KIB.

[HCTpYKIIis po3pobieHa BiMOBITHO J10:

° 3akony VYkpaiaum «[Ipo oxopony mpaii», mo OyB BBEACHHH B Jil0
[ToctanoBoro BP Ne 2695-X11 Bix 14.10.92 [15];

o [TonoxeHHs: mpo po3poOKy THCTPYKIIM 3 OXOpOHHU Mpalll, 3aTBEPAKEHOTO
Haka3zoM Jlepkanarisimoxoponparti Big 29.01.1998 Ne 9, 13 3MiHaMu, BHECEHUMU 3T1IHO
3 Hakazom MiHicTepcTBa corianbHoi momituku Ne 526 Big 30.03.2017 [16];

o TumoBoro moOJOXKEHHS MPO TMOPSIOK HABYAHHS Ta TEPEBIPKH 3HAHD 3

OXOPOHM TIpalli, 3aTBepKeHe HakazoM Jlepxkuarnsgoxoponmnpaii Ykpainu Ne 15 Big 26
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ciunsg 2005 poky, 10 BU3HAYAE BUIU Ta MOPSAIOK MPOBEACHHS IHCTPYKTaXIB 3 OXOPOHHU
nparti [17];

° Bumoru o0 6e3meku Ta 3aXyUcTy 310pOB’ s IpaIliBHUKIB 11T Yac poOOTH 3
EeKpaHHUMHU TPHUCTPOSIMHU, 3aTBEPPKCHI Haka3oM MiHICTepCTBa COIIAIBHOI TOJITUKH
Vkpainu Bizx 14.02.2018 Ne 207TIpoTsirom Bci€i poO0U0i 3MiHM MTPOTPAMICT MpaIIoe Ha

CHeIiaIbHO 00JIaHAHOMY JUIS IbOTo Mictti [18].

[1in yac BUKOHAaHHSA POOOTH BPaxOBYBAJUCS MOJOKeHHS 3akoHy Ykpainu «IIpo
OXOPOHY TIpalli», SKUH BHU3HAYA€ OCHOBHI MPHUHIIUIIM JIEPXKABHOI IMOJITUKU Yy cdepi
Oe3MneKu mpaili, mpaBa Ta 000B’ I3KU MPAIIBHUKIB 1 pOOOTOABIIIB, @ TAKOX BUMOTH L1010
oprasizauii Oe3leyHuX yMOB mpari. 3riJHO 3 JaHUM 3aKOHOM, poOoTojaBelb abo
BIIMOBiaIbHA 0c00a 3000B’s3aH1 3a0€3MeYNTH TaKi YMOBH IIpalli, SKi HE CTAaHOBJISATH
3arpo3u JJIs JKUTTS Ta 310pOB’ s MPALIBHUKIB, 10 € aKTyaJIbHUM 1 JJI AISUTBHOCTI Y cdepi
iHbopMarliiftHuX TexHoJorii [15].

Po6oTa Haj1 mporpaMHOI0 CHCTEMOIO 3/1IHCHIOBAJIACS Y IPUMIIIEHH1, 00JIaJHAHOMY
NEPCOHAIBHUM  KOMIT IOTEPOM, TMEpUPEPIMHUMU TPUCTPOSIMH Ta  MEPEKEBUM
obmagnanasM. Opranizaiis poOoJoro MicIs BIJAIOBIJalla BUMOTaM MO0 OC3MEeKH Ta
3aXMCTy 3J0pPOB’S TPAILBHUKIB MiJ Yac POOOTH 3 €KPAaHHUMU HPUCTPOSIMHU,
3aTBEep/KEHUM Haka3zoM MiHIcTepcTBa corianbHO1 momiTuku Ykpainu Bin 14.02.2018 Neo
207. 3okpema, Oyno 3a0e3MedYeHO pallioOHAIbHE PO3MIIMICHHS MOHITOpa Ha Oe3medHii
BIJICTAHI BIJl OYEH KOpPUCTyBaya, MPABUIIbHE MOJOKEHHS KIaBlaTypu, BUKOPUCTaHHS
pEryJIb0oBaHOTO POOOYOTO Kpiciaa Ta JOCTaTHIM mpocTip st HIr. JloTpumaHHS
3a3HAUYEHUX BHMOT CIPHUSIIO 3MEHIICHHIO HABAaHTAKEHHS HA OpraHd 30py, OMOPHO-
pyXoBuii amapar i HepBoBy cucremy [18].

Ocsitnenns pob6ouoro wicusg BignoBigano Bumoram JIBH B.2.5-28:2018
«IIpuponHe 1 mITy4He ocBiTIEHHs». [IpuMillleHHS Majo JOCTATHIN piBEHb MPUPOTHOTO
OCBITJICHHS, @ B TEMHUW dYac J00M BHUKOPHCTOBYBAJIOCS IINTY4YHE OCBITJIICHHS 3
PIBHOMIPHUM PO3IMOALIOM CBITIOBOTO MOTOKY. Lle 103BOMSII0 YHUKHYTH BIOJIMCKIB HA
€KpaHi MOHITOpa Ta HaJMIPHOTO KOHTPACTY MiXX POOOYOI0 MOBEPXHEIO 1 HABKOJIMILIHIM

cepenosuiiem [20].
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Enexrpobesneka mijg yac podOTH 3 KOMIT IOTEPHOIO TEXHIKOI 3a0e3rnedyBajacs
BIIMOBIIHO 10 BuUMor IlpaBun ynamtyBanHs enekTpoyctaHoBoK (IIYE) ta [lpaBun
Oe3rmeyHoi  eKcruTyaTallli  eJIeKTPOYCTAaHOBOK  CIOXKMBadiB. BHKOpHUCTOBYBaIoOCs
cepTudiKOBaHE €JEKTPOOOJIaIHAHHSA 3 3a3eMJICHHSIM, CIpaBHI KaOesl >KUBJICHHS Ta
MepexkeBl (QIUIBTpU AN 3aXHCTy Biag nepeHanpyru. Ilepen mouatkom poGotu
3MIMCHIOBAJIACS TIepEBIpKa CIPABHOCTI OOJIATHAHHSA, a Y pa3i BUSABICHHS MOIIKOIKCHb
eKCILTyaTallisl TEXHIKU TPUITHHSIIACS 10 YCYHEHHS HECIIPaBHOCTEH.

BaxxauBuM acrieKTOM OXOPOHH Tpalli € TaKOXK 3a0e3MeueHHs MOKEXKHOI Oe3MeKH.
[lin vac BuKOHaHHS KBamidikamiiiHoi poOOTH BpaxoByBanucs BuMord Kopekcy
[MBUIBHOTO 3axXUCTy YKpainu, a Takoxx [IpaBun moxexHoi Oesneku B YKpaiHi,
3atBepakeHux HakazoM MBC VYkpainu. [Ipuminienss, y sKkoMy BUKOHYBaiacsi pooora,
OyJ0 OCHallleHE NEPBUHHUMH 3ac00aMM TOXKEKOTACiHHS, 30KpEMa BOTHETAaCHUKOM.
EnexTpornpunaay BUKOPUCTOBYBAJIMCA BIANOBIAHO 10 I1HCTPYKILIM BUpPOOHHKA, HE
JIOTYCKaJIOCS IEPEBAHTAKEHHS €JIEKTPOMEPEIKI Ta 3aJIUIIICHHS BBIMKHEHOTO 00J1a{HAHHSI
0e3 HarJsy.

3 METOI0 3HWXKEHHS pU3MKY BHHHKHEHHS TIOXKEXKI Mig 4Yac podoTH 3
OOYHUCITIOBAILHOIO TEXHIKOIO 3a00pOHSIIOCS PO3MIIICHHS JIETKO3aWMHUCTUX MaTepialliB
noOJMM3y JIKEpeN ENEeKTPOKUBIEHHS, a TaKOX BHUKOPHCTAHHS HECHpaBHUX a0o
CaMOpOOHMX MOJOBXKYBauiB. YCl MporpamMHi OOYMCIEHHS, BKJIOYAIOYM HABYAHHS
MeTaaHCaMOJIEeBUX  MoOJieJiel, BUKOHYBAJUCS 3 BHUKOPHCTAHHSIM CTaHAApTHOTO
NpOrpaMHOro 3a0e3mnedyeHHs, W0 He MoTpedyBajio JOJATKOBOTO IMIJIKIFOYCHHS
HECTaHJIapTHOT0 00JalHaHHS a00 BTPYYaHHS B €JIEKTPUUHY MEPEKY.

Oxkpemo  BpaxoByBasucs  ncuxodizionoriudi  ¢akTopu, MOB’sA3aHl 3
IHTENEKTyaJIbHUM XapakTepoM poOoTH. Po3pobka mporpaMHOi CUCTEMU, aHAITI3 BEJIMKUX
OOCSTiB JJaHUX Ta ONTHMI3allisl MOJENeld MAIIMHHOTO HaBYaHHS MOTPEOYIOTh BHCOKOI
KOHLIEHTpAIli yBaru Ta MOXyTbh IIPU3BOJUTH JI0 EMOLIMHOTO IEPEHANPYKEHHS. 3 METOIO
3HIKEHHS HETATUBHOT'O BIUTMBY IUX (PAKTOPiB TOTPUMYBAIHCS MPUHIIUITN PAIliOHATEHOT
oprasizaiii mparii, TUIaHyBaHHsI poO0YOro Yacy Ta 4epryBaHHS CKJIATHUX aHATITUIHUX

3aBJAaHb 3 MCHII HAIIPY>XCHUMH BUAaAMH ,Z[iSUIBHOCTi.
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Takum YuHOM, y Tmpoueci po3poOKH HPOTPamMHOI CHCTEMH MPOTHO3YBaHHS
MEIWYHHUX PU3UKIB Oy KOMIUIEKCHO BpaxOBaHi BUMOTH OXOPOHH Ipalli Ta MOXKEKHOT
0e3neKu BIAMOBITHO JO YMHHOTO 3aKOHOJABCTBa YKpainu. JloTpuMaHHS HOPMATHBHHUX
BUMOT JIO3BOJIMIIO 3a0€3MeUnTH Oe3MeuHi YMOBH Mpalli, SMEHIIUTH PU3HKH JJIS 3710POB’ S
Ta CTBOPUTH CIPHUSTIMBE CEpPEeAOBUIIE s ePEeKTUBHOI peainizaiii MporpaMHOro

IIPOEKTY.

4.2 EproHomiuHi BUMOTH 10 po0040ro Micusi KOpMCTyBa4ia nepcoHAIbLHUM

koM’ rorepom (IIK)

EcteTtnune Ta eproHomiuHe O(pOpMIIEHHS POOOYOro MiCIs 30CEPEIKYEThCA HA
BHUBYCHHI Ta BJIOCKOHAJICHHI aCMEKTIB AU3aiiHy 1 KoM(pOopTy poOOUOro cepeloBUIIa JIs
npodecionanms. 11 yac TOCHIIKEHHS €CTETUKA poOOYOTo MiCIsl BapTO BPAaXOBYBaTH
30BHIIIHIA BUIJISA, CTWIb Ta 3arajbHl €CTETUYHI MPUHIMOHU. Y Mpolect aHaizy
EproHOMiKM po00YOro MicClsl HEOOXIHO BpPaxOBYBaTH OCOOJMBOCTI MPOEKTYBAHHS
po00YOro MpocTopy 3 METOIO 3a0€3NEUECHHS] MaKCUMAIIbHOT €()eKTUBHOCT1, KOM(OPTY Ta
Oesneku kopuctyBauis [21].

3aranpH1 eproHOMIYHI BUMOTH JI0 OpraHizailii podoyoro Micis kopuctyBaya EOM
Bu3HaueHi y crtaHgapti JCTY 8604:2015. Jlani BUMOTHM BCTaHOBIIIOIOTH OCHOBHI
napamMeTpu poOo4Yoro Micis, OO0JaJHAHOTO [UCIICEM, Ta BPAXOBYIOTh CrHElUdiKy
BUKOHYBaHOi poOotn [22]. Hmwkue HaBemeHO pEKOMEHIOBaHI TMapamMeTpw poOOYOTO
MICIIA.

[lnoma odicHOro TPUMIIIEHHS, Yy SKOMY BHUKOHYIOThCS POOOTH, TOBHUHHA
CTAaHOBUTH HE MeHlIe 6 M?, a 00’eM MOBITPsE — HEe MeHue 24 M>. [ BHYTPIIIHBOTO
03700JICHHS MPUMIIIEHHS CJT1I BUKOPUCTOBYBATH MaTepialiv, 10 BiIOWBAIOTh PO3CISIHE
CBITJIO, 3 KoedimieHTamu BinouTTs: misa crem — 0,7-0,8; ms ctin — 0,5-0,6; mis
miorn — 0,3-0,5.

KoncTpykiig pobouoro crony noBHHHA 3a0e3MeuyBaTH ONTUMAIbHE PO3MIIIEHHS
oOnaHaHHs Ha poboyil moBepxHi. KOHCTpyKIIis Kpiciia Ma€e miATPUMYBATH PaLliOHATIEHY

no3y MiJl 9ac poOOTH 3 BIJCOTEPMIHATIOM 1 TIEPCOHAIILHUM KOMIT FOTEPOM, JT03BOJISITH
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3MIHIOBATH TMOJIOXKEHHS Tija JJIsl 3MEHILIEHHS CTaTUYHOTO HANpyKEHHS M’ S31B IIUWHO-
IJICYOBOI Ta CIOMHHOI 30H 1 3amo0iraHHs pPO3BUTKY BTOMHM IpaiiBHuUKa. [loBepxHs
CHUJIIHHSA, CIIMHKH Ta 1HIINX eJIEMEHTIB Kpicja MOBUHHA OYTH HaIiBM KOO, 3 TOKPUTTSIM,
IO HE EJIEKTPU3YETHCS, € MPOTUKOB3KUM 1 MOBITPONPOHUKHUM, & TAaKOXK 3a0e3rneuye
JIeTKE OYMINEHHS Bix 3a0pynHeHb [23].

[Ipu BiACYTHOCTI peryjroBaHHS BHUCOTAa PoOOYOi MOBEPXHI MOBHHHA CTAHOBUTHU
725 mM. Po6oui cTOM MOBHMHHI MaTH BUCOTY MPOCTOPY I HIr He MeHie 600 M,
mpuHy — He MeHie 500 MM, rmubuny — He MeHmie 450 MM 1 BUCYHEHHS HXKOK — He
Mmenmie 650 mm. PobGoue miciie mae Oyt oOfiaHaHE MMiJICTABKOIO JJIsl HIT IIUPUHOIO HE
Menire 300 MM 1 rinOuHor He MeHie 400 MM, 3 Aiana30HOM PETYJIIOBAaHHS BUCOTH JI0
150 MM Ta MOKJTUBICTIO HAXUJTY OMIOPHOI MTOBEPXH1 710 20°.

Bincranb Bij ouel KopucTyBada 10 €KkpaHa guciuies noBuHHa cranoButa 500—700
MM. Kyt ormsany mae 6ytu B mexax 10-20°, ane He Ouibiie 40°, npu HboOMy KyT MK
BEPXHIM KpaeM AUCIUIES Ta JIHIEIO 30py KOPUCTyBadya NMOBUHEH OyTH He MmeHmie 10°.
Haii6Ginpmr AOUUIBHUM € pO3TalllyBaHHS €KpaHa MEpPHeHAUKYISIPHO N0 JIiHIT 30py
KopuctyBayva [23].

BinacTanb po604oro MicIis BITHOCHO CBITJIOBOTO OTBOPY IMOBUHHA OyTH HE MEHIIIS
3 M, IpH LIbOMY IIPUPOJIHE CBITJIO MA€ MOTPAILISATU 300Ky, IEPeBaKHO 3711Ba. OCBITICHHS
CYTTEBO BIUIMBAE Ha 3I0POB’S Ta Mpale3AaTHICTh JroauHu. BingnosigHo o Bumor JIbH

B.2.5-28:2018 BcTaHOBIIEHI TaKi HOPMAaTUBH OCBITJICHH: [23]:

o OCBITJICHICTh IITYYHOTO KOMOIHOBaHOTO OCBiTIeHH — 1500 Jk;
o OCBITJICHICTh IITYYHOTO 3araJibHOT0 OCBITIeHHS — 400 JIK;
o KOe(DIIIEHT MPUPOIHOI OCBITIEHOCTI JJIsi BEPXHBOIO ab0 KOMOIHOBAHOIO

ocBiTieHHs — 10%:;

o Koe(dilieHT MPUPOIHOI OCBITIACHOCTI A1t O19HOTO OCBiTICHHS — 3,5%);

o Koe(ilieHT MPUPOIHOI OCBITISHOCTI I BEpXHHOIO0 ab00 KOMOIHOBAHOTO
CYMIIIIEHOTO OCBITIEeHHS — 3—6%;

o Koe(iIIeHT TPUPOTHOT OCBITIACHOCTI JIJI1 O1YHOTO CYMIIIIEHOTO OCBITJICHHS

—1,1-2%.
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OCHOBHMMH MOKa3HUKAMU OLIIHKH 37J0POBUX YMOB Mpalli € (hOH, KOHTPACT 00’ €KTa
Ha (GOH1, BUIUMICTb, 1HJIEKC BIAOJIUCKY Ta KOeiIleHT myJibcarlii ocBiTieHHs [24]. DoH
XapakTepu3yeThcs KoedimienTroM BinmoutTsa. KonTpact o06’ekta g0 ¢dony (K)
BU3HAYAETHCS SIK BITHOIICHHS SICKPaBOCT1 00’ €KTa (TOYKH, JIiHIT, CAMBOJIY) JI0 ICKPaBOCTI
dony. Ockinbku npams kopuctyBada [1K Hamexxuts 10 kareropii la — nerka ¢izuuna
podota (cmmsua pobGoTa 3 eHeproBurpatamu g0 120 kkan/rox), HEOOXITHO
JTOTPUMYBATHUCS TaKUX KPHUTEPIiB: KoedilieHT BiIOUTTS (poHy mae Oytu Outbmie 0,4
(sickpaBuii pon), a pu 3Ha4eHH] K Oibme 0,2 KoHTpacT 00’ekTa 1 (pOHY BBAKAETHCS
BHUCOKHMM a00 ToMipHUM [24].
VY momni 30py kopuctyBada 1K mae Oyt 3abe3nedyeHuil mMpaBUIbHHUN PO3MOILI
ACKpaBoCTi. Y poOOYid 30HI BIAHOLIEHHS SCKPaBOCTI €KpaHa JO0 SCKPaBOCTI
HABKOJIMIIHIX MOBEPXOHb He MOBMHHO nepeBuiyBatu 3:1 (JIBH B.2.5-28:2018). Jns

IILOTO MOHITOP TIEPCOHAILHOTO KOMIT FOTEpa IIOBUHEH BiAMOBIIATH TAaKUM BUMOTaMm [24]:

o SACKpaBiCTh ekpaHa — He MeHie 100 ka/m?;

o MIHIMQJIBHHUI pO3MIp CBITJIOBOI IJIIMUA KOJILOPOBOTO AUCILIES — HE OLTbLIE
0,6 mMm;

o Koe(iIIEHT KOHTPACTHOCTI 300paxeHHs1 — He MeHIe 0,8;

o HU3BKOYACTOTHE TPEMTiHHS 300pakeHHsa B niamazoni 0,05-1,0 ['m — ne

o1abme 0,1 mMm;

o €KpaH MOBUHEH MaTH aHTUOJIIKOBE TTOKPUTTS,

o BIJICOMOHITOP Mae OyTH OOJIalHAHWUK TIOBOPOTHOK IUIAT(GOPMOIO, IO
JT03BOJISIE TIEPEMIILYBATH MOTO Y TOPU3OHTAIbHIN 1 BEPTUKANbHIN TUIOHIMHAX Y MEXKax
130-220 mmM Ta 3MiHIOBaTH KyT Haxwmry Ha 10—15°.

KoedimieHt BiaOUTTS cBiT/Ia MaTepiajiaMu Ta 00JIaIHAHHSAM Yy TPUMIILICHHI Mae
BOKJIMBE 3HAUYCHHS JJIs 3a0€3MCUCHHS HAJICKHOTO PIBHS OCBITIICHHS. PekomeHmoBaHI
KoedilieHTH BiAOUTTS CTaHOBIATH: Mg cremi — 60-70%, musa crin — 40-50%, mis

nijgioru — 65u3bko 30%, n1s iHmmx noepxonb — 30—-40%.
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BUCHOBKH

Y xoxi gociimkeHHS OyJ0 CTBOPEHO MOBHOLIIHHY CHCTEMY MPOTHO3YBaHHS
1HCYJIBTY Ha OCHOBI MeTaaHcamOJyieBOro miaxonay. [loyatkoBuii aHami3 JJaHMX ITOKa3aB
3HAYHUK AucOagaHc KiaciB: aume Oam3bko 4,8% 3amuciB HajgeKajld [0 BUIIAIKIB
1HCYnbTy. Taka HEpIBHOMIPHICTh BHMAaraja IONEPEeIHBOr0 OanaHCyBaHHsS (depe3
SMOTE a6o Baru kjaciB), 110 CyTTEBO BIUIMHYJIO Ha CTAOUIbHICTh HaBYAHHS 0a30BUX
MoJieJIeil Ta TOYHICTh MPOTHO31B.

[IpoBeneHi  eKCHEpUMEHTH 3  OKPEMHMH  alTOpuTMaMu  KJiacugikarrii
MPOJIEMOHCTPYBAJIM, IO HaWKpaluii pe3ylibTar cepen 0a30BUX MOJENe MoKasaB
CatBoost. Moro mokasuuku cranosmm Accuracy 0.96, F1-score 0.73 Ta ROC-AUC 0.92,
IO CBITYHUTH MPO 3ATHICTh MOJIENI SAKICHO MPAIIOBATH 3 TAHUMH CKIIAJTHOI CTPYKTYPH,
BKJIIOYHO 3 KaTeropiaJbHUMH o3Hakamu. Iamn amroputmum — XGBoost, LightGBM,
Logistic Regression Ta Random Forest — takosx 3a0e3neuniny cTablibHI pe3yIbTaTh, ajle
3aranoM 3aymmmincs y aiama3oni Fl1-score 0.62—0.70 ta ROC-AUC 0.87-0.91, To6To
MOCTyHaIUCs HaKpaIlii Moaemi.

I[Ticist 1iboro OyJ0 peanizoBaHO MeTaaHCaMOJIEBY MOJECIb, 110 TIOEIHYE MPOTHO3U
BCIX 0a30BHX aiNropuTMiB 1 (hOpMy€e HOBUU MPOCTIP O3HAK 1T MeTaMmozeni. Y podl
MeTamo/iell HaMkparile ceoe mposiuiia Logistic Regression, sika 3a0e3neunsia NpupoaHy
IHTEpPIPETOBAHICTh Bar Ta CTIAKICTh a0 nepeoOydenHs. [lincymkoBuii pesyibTaT
MEeTaaHCaMOJII0 BUSIBUBCS ICTOTHO BUILUM, HIXK pe3yJbTaTh OyAb-sKOi OKPEMOi MOJENI:
F1-score 3pic m0 0.81, ROC-AUC mo 0.945, a Accuracy — a0 0.97. TakuMm 4yuHOM, y
MOPIBHSHHI 3 HaWKpanuMm 0a30BUM Kiacu(iKaTOpoM mokpaieHHs ctaHoBmiIo +0.08 mis
F1-score ta +0.025 g ROC-AUC.

JHlonatkoBo OyJi0 TMpPOBEAEHO aHaNi3 JWHAMIKA HaBYaHHS METaaHCaMmOJIio
npotsiroM 10 enox. Pe3ynbratu mokaszaiu MOCIHIIOBHE MiABUINECHHS sikocTi: F1-score
30utbmmBCes 3 0.63 10 0.81,a ROC-AUC —3 0.88 10 0.945. Ile miaTBeprKye, 10 MOJIEIb
KOPEKTHO HAaBYAEThCSI HA MeETAaTpeHyBaIbHOMY Habopi Ta 31aTHa e(EeKTHUBHO

y3ro)KyBaTH MIPOTHO3M Pi3HUX aJTOPUTMIB.
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BaxnuBy posib Bifirpajia ¥ onTtumizallis rirneprapaMmeTpiB 0a30BUX MOJEIICH.
3aBnsaxu BukopuctanHio GridSearchCV ta RandomizedSearchCV, cepenni 3HaueHHs
Fl-score migBummmmmcs Ha 5-12%, a ROC-AUC — mna 2-4%. Onrumizaris
rineprnapaMeTpiB BUSIBWIACS KPUTHYHOIO JUIS JOCATHEHHS BUCOKOT TOYHOCTi, OCOOIUBO
B YMOBaX MEANYHHX 3a7a4, ¢ HaBITh HEBEIIMKE IMOKPAIECHHS SIKOCTI MOYKE MaTH CYTTEBE
MPaKTUIHE 3HAYCHHS.
3aranoM pe3ysibTaTH MiATBEP/KYIOTh, 110 MeTaaHcaMOJIeBUM MiAXiJ € 3HA4YHO
e(EKTUBHIIIUM 32 BUKOPUCTaHHS OKpeMux kiacudikatopiB. BiH 3MeHIIye KiTbKICTbH
XUOHOHETaTUBHUX DillleHb, 3a0e3ledyye BHINY CTaOUIBHICTh Ta 3MIaTHICTH [0
y3arajibHEHHS, 110 € OCOOJIMBO BAXKIMBUM Y 3a/adyax MPOTHO3YBAHHS 1HCYJIBTY.
Po3pobiena Mojens Moxke OyTH BUKOPHUCTAaHA SIK OCHOBA JUIsl IHTETpalii y MeIuyH1
iH(opMaIiiHI CUCTEMU MIATPUMKH KIIHIYHUX PIIMIEHb Ta MOJAJBIIOTO PO3BUTKY

IHTENEKTYJIbHUX aHATITUYHUX TUIATPOPM.
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