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У сучасних умовах стрімкого розвитку штучного інтелекту все більшої уваги набуває 

використання малих мовних моделей (SLM), які здатні забезпечувати високу ефективність при 

суттєво нижчих вимогах до обчислювальних ресурсів порівняно з великими мовними моделями 

(LLM). Зростаючий попит на локальні та економічно ефективні рішення зумовлює необхідність 

адаптації SLM до різних прикладних задач — класифікації, екстракції даних, діалогових систем 

та автоматизації бізнес-процесів. 

Платформа Azure Machine Learning у поєднанні з Azure AI Foundry надає можливості для 

навчання, керування та розгортання моделей різного масштабу, включно з оптимізованими 

SLM, що дозволяє створювати продуктивні системи навіть у середовищах з обмеженими 

ресурсами. Одним із ключових аспектів роботи є дослідження можливостей використання малої 

моделі замість LLM у задачах, де традиційно очікується висока якість мовного розуміння, а 

також оцінювання продуктивності, швидкодії, вартості та точності. 

Під час розробки рішення передбачено використання технік донавчання моделей, таких 

як LoRA та QLoRA, а також застосування форматів оптимізації типу GGUF та інструментів 

прискорення інференсу, включно з vLLM. Це дозволяє забезпечити високу швидкість відповіді, 

зменшити споживання пам’яті та адаптувати модель до вузької предметної області в умовах 

реальних бізнес-сценаріїв. 

Практичне значення роботи полягає у створенні прототипу системи, здатної виконувати 

типові завдання штучного інтелекту без значних апаратних витрат. Це відкриває можливості 

для впровадження інтелектуальних рішень у малих організаціях, на периферійних пристроях 

або в середовищах з підвищеними вимогами до приватності та локальності обробки даних. 

Результати дослідження демонструють потенціал SLM як життєздатної альтернативи LLM для 

широкого спектра задач, забезпечуючи баланс між точністю, продуктивністю та доступністю. 
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