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CyyacHi yHIBEpCUTETH OIEPYIOTh BEIHUKUM 00csIroM iHdopmailii, BKIIOYHO 3 HAaBYAIBHUMU
MJIaHAMU, PO3KJIaJlaMi, JOKYMEHTaMHU Ta HOBUHaMH. YacTo 11l 1aHi PO3MOPOIIEH] M0 PI3HUX PO3LIax
BeOCaliTy Ta HECTPYKTYpOBaHi, IO YCKJIAQJHIOE€ IIBUJIKUNA JOCTYIl J10 MOTPiOHOI 1H(pOopMaIlii.
CrBopenHst AI-KOHCYITbTaHTa JTO3BOJISIE IEHTPATI3yBaTH 3HAHHS, aBTOMATH3YBaTH TIONITYK Ta HAJIaBaTH
CTyJIGHTaM 1 BUKJIaJladyaM TOYHI BIMOBIAI Ha 3anuTanHs. Mojeni cimelictBa Mistral MaroTh BIAKpUTHIA
KOJI, BUCOKY MPOAYKTUBHICTh Ta MOXJIMBICTh IHTErpalii 3 BEKTOPHUMHU 0a3aMu 3HaHb, 110 POOUTH X
ONTUMAJILHUM BHOOPOM /151 po3poOKku cucteMu Ha 0a3i Retrieval-Augmented Generation (RAG).

Mertoro pobotu € po3podka Al-acucrenTa, sikuil 3a0e3neuye epeKTUBHUN MOLIYK 1 HaJaHHA
peneBaHTHOI 1H(OpMaIii 3 BHYTPIIIHbOI 0a3u yHIBEpCUTETY, c(hOPMOBAHOI HA OCHOBI JaHUX CaUTy, 3
BUKOPHUCTaHHSIM MOXJUBOCcTe moneni Mistral Ta mexanizMmy RAG. PoOorta nependayae cTBOpeHHS
cucTeMH 300py JaHuX 13 BeOcaliTy yHIBEPCHTETy, po3poOKy BiacHOi Oa3u 3HaHb, IHTErpauito ii 3
mozemtto Mistral uepe3 RAG Ta peamizaniro iHTepdeiicy s B3aeMO/Iii KOPUCTYBAYiB 13 CHCTEMOIO.

Jlst peanizaitii mpOeKTy 3aCTOCOBYETHCS KOMOIHAITS CYYaCHUX METO/IIB MAITMHHOTO HABYAHHS
Ta TEXHOJIOTIH 00poOKK pUpoaHOi MOBH. [lepimii eTan BKIIFOYAa€ MApCUHT BEOCAUTY YHIBEPCUTETY 13
ABTOMaTUYHUM BWIyYeHHsAM TekcTy Ta HTML-cTpykTyp, a Tako KOHBEPTAIIEI0 JTOKYMEHTIB Yy
dbopmat, npuaaTHUHN A7 ToAaIbIIoro anamizy. OTpuMani aHi TPOXOAATh OYHINECHHS, HOpMaTi3aIliio
Ta po30uTTs Ha cemaHTu4Hi Onokm (chunking). Jlms cTBOpeHHs iHAEKcoBaHOi 0a3u 3HaHBb
3aCTOCOBYETHCSI BEKTOpPHE TMpeACTaBieHHs TeKcTy (embeddings), 1mo [103BOJsi€e BUKOHYBATH
CEMaHTUYHUH TONIYK 32 JOTIOMOTor0 iHCTpyMeHTiB Ha KmTanT FAISS a6o ChromaDB. Bukopucransas
RAG 3abe3mneuye moeqHaHHS pPeaIbHOTO TONIYKY 10 0a3i JaHWX 13 TEHEPATHUBHUMH MOXJIHBOCTSIMH
Mozem Mistral. Ile mo3Bomsie Al-koHCynbTaHTy (hOpMYyBaTH TOYHI Ta KOHTEKCTHO-3AJICKHI BIIIOBIII
Ha 3aluTaHHS KOPHUCTYBadiB, 0a3ylOYMCh Ha akTyalbHiH iH(opmMmarii yHiBepcutery. Kpim Toro,
cuctema iHTerpye APl nnmsa B3aemomii 3 KopucTyBauaMu, IO MOXKe OyTH peanizoBaHO uepe3 BeO-
iHTepdeiic, yat abo 1HII KaHAIU KOMYHIKaIIii.

Po3pobiiennii  Al-acucTeHT MIATBEPAMB Ha MPAKTUIll €()EKTHBHICTh IOEIHAHHS MOJCIICH
Mistral 3 TexHosoriero RAG st o0poOku BHYTPINTHIX JaHUX YHIBEPCUTETY.
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