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OVERVIEW OF SCIENTIFIC APPROACHES TO PROGRAM CODE GENERATION

VY cy4acHOMY CBITi CKJIQJJHO YSIBUTH CBOE JIUTTA 03 KOMITIOTEpa i MOOUTbHOTO TenedoHy, Ha
SKI MH TIOKJIQJa€MOCh JUIS BUpIMICHHs Oe3ivi OyJaeHHHX mpobieM. BanuBuM acmeKTOM Takoi
B3a€EMOJIII BHCTYIAIOTh JIOAATKH, MpOrpaMyd Ta BeOCaWTH, 3a3BUYail CTBOPEHI OJHOWMMEHHUMH
KOMITaHIsSIMUA Ta Ol3HecamMu Ui 3pYYHINIOTO HAJaHHS TMOCIYT CBOIM KiieHTaM. Jlo 1HIIOI KaTeropii
MOJKHA BiJIHECTH MPOTPaMH 3arallbHOTO BXKHTKY, K KaJIBKYJISATOPH Ta KaJCHIapi, a TaKOXK MPOrpaMu
HanucaHl eHTy31acTaMu AJIs1 BUPIIIEHHS KOHKPETHO1, MEHII MTOIIMPEHOT IPoOIeMu. 3 MOSIBOIO BEIUKUX
MOBHHX MOJIENICH Ta HOBOTO TEPMiHY, IO ONHCYE iX BUKOPUCTAHHS IS HAIMCAHHS MPOTPAMHOTO
KoAy - Bail0-konuHry (vibecoding)[1], mopir BXoay AJisi HAMMCAHHS TaKUX MPOrpaM CUIbHO 3HU3UBCA.
[Ipore icHye OisblIEe HI’K OJIMH MIAX1J 10 aBTOMAaTU30BaHOTO CTBOPEHHS MTPOrPaMHUX MPOIYKTIB.

OpmHuM 13 TakuX MIIXOIB € reHeparlis komay Ha 6a3i madnonis, TBCG (Template Based Code
Generation). OcHOBHa i/1es IILOTO MIAXOMY, IO 3apoauBcs y cepeauni 1990 pokiB [2], momsrae B
OJIHOPA30BOMY HAaIMCaHHI MIa0JI0HIB, K1 MOTIM MOXYTh T€HEpPYBAaTH 0arato MporpaMHHUX MPOIYKTIB
Ha BHUXOJI, 3aJIOKHO BIJ BXITHUX AaHUX. Halmmprmoro 3acTocyBaHHS TaKWUW MIAX1J 3HAWIIOB Y
CEpeNIOBUINAX PO3POOKH BEeOCAWTIB JJIs T€HEpPYBaHHS PI3HMX BEOCTOPIHOK MO OJHOMY IIA0JIOHY Ta
IHCTpyMEHTaxX aBTOMAaTHU30BaHOI po3poOku mporpamHoro 3abesnedenHs, CASE (Computer-Aided
Software Engineering) mis rerepariii koay o Haganux UML miarpamax [2].

[HmMM miaxomom, mo 3'sBuBcsa y 1964 pori Ta OyB oOrpyHToBanuii y 1985 pokax [3, 4], €
MiIXi Ha OCHOBI EBOJIOLIMHMX AQJITOPUTMIB - TEHETHMYHE NPOrpaMyBaHHSA. Y TakoMmy IIiIXOIi
OCHOBHUM € TIpOIleC MOIIYyKy ONTHMaJbHHUX pIllIeHb, KOJ €BOJIIOLIOHYe uepe3 MmyTtamii. Icaye 3
CrocoOM HANMCaHHS TMPOTPaAaMHOTO KOJY 3a TMiAXOJAOM T'€HETHYHOro mporpamyBanHs. Lle cmoci®
3acHOoBaHMN Ha ctekax (stack-based GP) [4], y sSKOMy BHUKOPHCTOBYIOTHCS OKpEMi CTEKH ISt
MPOTpaMHUX THCTPYKIIK Ta mAaHuX. [IpW BUKOHAHHI 1HCTPYKIIi, 3riHO 3 ii OMHUCY, 31 CTEKa MaHUX
OTPUMYIOTBCSl JIaHi, SKIIO BOHM €, a MOTIM BiIOYBAE€ThCS MEPEXiJ 10 HACTYMHOI IHCTpyKmii. Ixes
croco0y 10 KepyeThesi rpamatukoro (grammar-guided GP)[4] nmonsrae B 3actocyBaHHi popMaTbHUX
rpaMaTuK JUisi OOMEXEHHS JAOMYyCTUMHUX KOHCTPYKLIM MOBHU Ta BCTAHOBJICHHS MpaBusl (hOpMyBaHHS
iHeTpykuind [5]. Tperiii cmoci® 3acTOCyBaHHS MiAXO0My TEHETHYHOI'O IPOrpamMyBaHHS 1€ JIIHIMHHMA
croci6. Takuii croci6 momiOHMK 10 HAMKMCAaHHS MPOTpaM MOBOIKO acemoOiiepa, J€ JaHi 3HAXOIAThCS y
pericTpax, a iX oInpaIfoBaHHsIM 3aiMaroThCs MPOCTi PyHKITT [4].

[linxin apxitexktypu KepoBaHoi wmogemno, MDA (Model Driven Architecture),
3anpononoBanuit y 2001 poui opranizamiero Object Management Group [6] 103BoJisse onucaT Bech
KUTTEBUHM IUKI PO3POOKH MPOTPamMHOro MPOAYKTY. Mojenb y JaHOMYy KOHTEKCTI 1e (opmMaibHa
cnenudikaiis QyHKIIH, CTPYKTYpH Ta MOBEIIHKMA CUCTEMHU B 3aJlaHOMY KoHTeKkcTi [7]. Taka monens
MO)ke OyTH MpecTaBlieHa y BUTIIAI 300pa)KeHb Ta TEKCTIB, HAIMCAHHUX 3a CTaHJAPTaMU JI0 CIIUCKY
akux BxonaTh Taki sk: UML (Unified Modeling Language), MOF (Meta-Object Facility), CWM
(Common Warehouse Metamodel) ta inmi [7, 8]. Onuc moynmHaeTbes 3 MOJAETI HE3AIEKHOI Bil
obuncnens, CIM (Computation Independent Model) [7]. s Mozaens onucye joriky (GyHKIIOHYBaHHS
IIpOrpamMHM 3TiZHO 3 MOCTABJICHUM 3aBJaHHSIM IPUXOBYIOUM Oynab-siKi TeXHI4HI peamizauii. g Moaens
BUKOPUCTOBYETbCS Ul TMOAOJIAHHS PO3PHBY MDK 3aMOBHMKAMU Ta BHUKOHABISIMU 3aMOBJIEHHA [7].
HacrynHoro monemmo € matgopmonesanexHa monens, PIM (Platform Independent Model) [7], y
AKi 310paHi KJIIOYOBI MOMEHTHM mporpamu. TyT BxXe € NEeBHI TEXHIYHI HIOAHCH BIIPOBAKEHHS
IIporpamH, aje BOHU 3HAXOAATHCS Ha piBHI a0cTpakiiil. OcTaHHBbOI (GOpMYy€eThCs MIaTOpMO3aIeKHA
monenb, PSM (Platform Specific Model) [7]. ¥V Hiif BpaxoBYIOTbCS Ta OIUCYIOTHCS yCi JaeTaii
HEOOXI/HI [l CTBOPEHHS CUCTEMH Ha 00paHiil miuatdopMi, Ta FeHepYEeThCs IPOrpaMHUI KO/I.
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Y 2017 poui 3'sBuBCcS HOBUHM minxin, miaxix riambokoro nHapuanHs (Deep Learning) i3
3acTocyBaHHSM apxiTekTypu TpancopmepiB (Transformers)[9]. Lleit minxin Oyno 3ampornoOHOBAHO Y
poboTi mix Ha3zBow «YBara - 1e Bce mo Bam TpebGa» (Attention Is All You Need), namucawniii
koman0t0 Google [9]. V 3amporoHoBaHii apXITEKTypi BUPIIIMIM 3aMiHUTH PEKYPEHTHI HEHpOHHI
mepexki, RNN (Recurrent Neural Network) ma mexanism yBarm (attention). Taka 3miHa J03BOJHIIA
TOYHIIIE OOYHMCITIOBATH Bard JJIsi KOXKHOT'O CJIOBAa TaK pOOUTH I1i OOYMCIICHHS MapaliebHO, HAAAI0UU
OJTHAKOBHUHU JIOCTYMN N0 OyAb-fKO1 4acTUHHM pedeHHs, Ha nportuBary RRN, siki BiagaroTh mepeBary
HOBimMM JaHuM[9]. OcHOBHA ijesl Mmoisirae B MOJCITIOBAaHHI dYepe3 CHKOJEep 1 JEKoaep, Je yBara
00YHMCITIOE Baru B3aeMoJIid MK enemMeHTaMu. EHkonep o0po6sie BXiHI JaHi, sSIK ONUC 3aBJaHHS, YH
BIKE 3reHepOBaHa YaCTHHA KOAY, a JAEKO/ep IMOCTYIOBO reHepye BUuXigHuid kox [10].

He3amoBro miciss mosiBM MigX0Ay 3 BUKOPUCTAHHSM TpaHCPOpMEpiB, 3'IBUBCS Miaxim i3
BUKOPHUCTaHHAM BeNUKuX MoBHUX Monened, LLM (Large Language Models) [11]. Taki monemni
noOy/I0BaHI Ha OCHOBI Mojeneld TIMOOKOro HaBYaHHS 3 OaraTbMa BXITHUMH MapaMeTpaMH
(MUIbMOHAMH YK HaBITh MUIbSIpJaMH), HAaTPEHOBAaHMMHU Ha BEJIUKIA KUIBKOCTI JAaHUX. Takox y
koHTekcTi LLM wmoxxna mnouytu aOpesiatypy GPT — generative pre-trained transformers
(reHepaTUBHMI TONIEPEIHBO TPEHOBAaHUM TpaHcpopmep) [12], 110 MOosACHIOE 3B'A30K I[HOrO MIAXOAY Ta
MiIX0/Ty 3aCHOBAHOT'O Ha TpaHCPOpMepax, a TAaKOK JO3BOJISIE 3p03yMITH BUHUKHEHHS HAa3BU BiJIOMOTO
yarOora ChatGPT Bix komnanii OpenAl.

OcTaHHIM Ha CbHOrOJHI MIAXOAOM A0 TeHepalii MpPOorpaMHUX MPOAYKTIB € MiaxXix Ha 0Oasl
areHTHUX cucteMm 3 LLM. Ile#t miaxig moeqnye LLM Ta Tak 3BaHUX areHTIB, 1[0 MOXKYTh IMITYBAaTH il
JIOJIMHUA 'y KOHTEKCTI po3poOKu mporpam. Lleit miaxia € BITHOCHO HOBUM Ta CTPIMKO PO3BHBAETHCH,
TOMY 3aJIe)KHO BiJ] KOHKPETHOI oOpaHOi peamizarii areHTUBHOI CHCTEMH - BOHAa MOXE CaMOCTIIHO,
iTepaTHBHO aHaNli3yBaTH BUMOTH, IHCAaTH KOJl, TPOBOJUTH WOTO TECTYBaHHS, Ta BHITPABIICHHS
nomwiok [13]. Taki cucteMH TakoX MOXYTh BUKOHYBATH JIOJIATKOBI MAii 3 I1HCTpyMEHTaMHU Y
JIOKaJLHOMY CEpEJIOBHII PO3POOKH, /i€ BOHM 3aIylleHl, IO 3HAYHO 30UIBIIYE iXHIO MOTEHIIHHY
KOPHUCTh Ta 3pYYHICTH JJIs1 KIHIIEBOTO KOPUCTYyBava.

3rigHo 13 3asBO0 reHaupekTopa kommanii Google y 3-my kBaptani 2024 poky, Ouibie Hik
25% HOBOro KoJIy B KOMIIaHIi I'eHepyeTbcs 3a JOMOMOIOI0 IITYy4yHOro iHTenekty [14] (mimxim i3
BUKOPHUCTAHHSIM BEJIMKAX MOBHHX MOJENEH Ta MiAXia Ha 0a3l areHTHHUX CHCTEM), IO JOTIOMarae
MIPUCKOPHUTH Ta CIIPOCTUTH 1iek mporiec. OrIsHYBIIH 6 MAXOIIB 10 TeHEpaIlii MporpaMHUX MPOTYKTIB
CTa€ OYEBHMJIHUM IO 1€MW HAMpPSMOK CTPIMKO PO3BMBAETHCS Ta 3a ocTaHHl MeHm HDK 100 pokiB
€BOJTIOIIOHYBAB  BiJl TpPaaWIIMHUX MIAOJOHHUX Ta MOJIETLHO OPIEHTOBAHUX MIAXOMIIB, IO
3a0€31e4y0Th KOHTPOJIb Ta CTPYKTYpPY, JO E€BOJNIOIIHHUX aJIrOPUTMIB OINTHMI3allii, 1 HapemTi 10
Cy4YaCHHMX TEXHOJIOTiH Ha 0a3i rIMOOKOro HaBYaHHSI, BEJIMKUX MOBHUX MOJIEJNEH Ta areHTHUX CHCTEM.
i migxoau MOCTYNOBO 3HWXKYIOTh PIBEHb BXOAY, Ta POOISATH MPOLEC CTBOPEHHS MPOTrpaMHHUX
MPOAYKTIB JOCTYIHIIINM SIK ISl IpodeciitHuX po3pOOHUKIB, TakK 1 JUIsl MOYATKIBIIB y cdepi.
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