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HARDWARE-ADAPTIVE APPROACH TO OPTIMIZATION OF ONLINE LEARNING
ON TINYML DEVICES

Inctpyment TinyML (Tiny Machine Learning) no3BoJisie BUKOHYBAaTH MOJIENI HITYYHOTO
IHTEJIEKTY Ha MIKPOKOHTpOJIEpaxX 3 HU3bKUM CIIOKMBAaHHSAM IMOTYXHOCTI. Lle BiIKpuBae MOXIJIMBOCTI
JUIS. CTBOPEHHSI HOBOT'O MOKOJIIHHS «PO3YMHHUX» aBTOHOMHHX NpPUCTPOiB. [IpoTe, OLIbIIICTh CydacHUX
pillleHb 30Cepe/kKeHl Ha CTaTUYHOMY BHUKOHAHHI IONEPEIHhO HAaBUEHUX Mozened. MoxImBiCTh
OHJIAH-HABYaHHS MOJIEJIE IITYYHOTO IHTEJNEKTy, TOOTO ajamTaiii MojeNi J0 HOBUX JaHUX
Oe3mocepelHbO Ha MPUCTPOi, 3aJUIIAETHCS AKTyallbHUM 4Yepe3 JKOPCTKI OOMEXKEHHs MaM'aTi Ta
00YHCITIOBATIBHOI MOTYKHOCTI.

CrangapTHi METOIM ONTHUMI3allil, Takl SK MPYHIHT Ta KBaHTH3alis, €(PEeKTUBHO 3MEHIIYIOTh
po3mip Mozeneii s BukoHaHHS. OTHAK BOHW HE MPHU3HAYEHI ISl MPOIIECY HABUAHHS, SIKUM BUMAarae
OoOYMCIIEHHS TPa/I€HTIB Ta 30epeKeHHs MPOMDKHUX aKTHBAIlil, 110 € HEeTPUBIAJLHOIO 3a/1a4yero s
MIKpOKOHTpoJiepiB. IcHyroui «amapatHo-He3anmexHi» (hardware-agnostic) miaXoaw IO OHJIANWH-
HaBYaHHs [1] 9acTo MpU3BOIATH 10 Hee(EKTHBHOTO BUKOPUCTAHHS PECYpPCiB, OCKIIBKH ITHOPYIOTH
crenudiky apxiTeKTypu KOHKPETHOTO MiKpOKOHTpOJIepa.

[Ipomiec omTumizarii BigOyBaeThCcs HE B 3arajlbHOMy, a 3 YypaxyBaHHSM YHIKQIbHUX
XapaKTEPHUCTHK IIITLOBOT TIATPOPMHU.

Merton 0a3yeTbcsi Ha MO, sIKa BPaxOBYE: 4Yac, MaM'siTh, OOYMCIEHb IJIs1 KOHKPETHOL
apxitekTypu. [lepea moyaTkoM IOHABYAHHS aJTOPUTM aHAII3Y€E armapaTHI OOMEXKEHHS Ta JUHAMIYHO
BH3HA4Ya€ ONTHUMAIbHY KOMOIHAIIII0O CTHCHEHHS, IKa MAaKCHUMI3Y€ TOYHICTh ITPU MIHIMQJIIBHUX BUTpPATax
pecypciB.

[IpoBeneHHsT OOYMCITIOBAIBHOTO EKCIIEPUMEHTY HEOOXITHO 3IIHCHUTH Ha peaJbHUX
MIKpPOKOHTPOJIEPHUX IJIaTax, MPOBECTH MOPIBHSUIBHUNA aHaii3 3allpOIIOHOBAHOTO METOIY 3 0a30BUMU
IIIX0JIaMH1 32 TAKUMH KPUTEPISIMHU:

e Buxkopucranns nikoBoi SRAM-nam'sti mifg dyac nukiny gonaBuanss (Kb).

e UYac, HEOOX1THHI JIJIs1 OTHOTO UKITY JOHABYAHHS (MC).

o Kinnesa tounicts Moaedi micist N rukiiB aganraiii (%).

B pe3ynbrari oTpriMaHi JaHi J03BOJISITH CTBOPUTH aBTOHOMHI Ta aJIaliTUBHI arlapaTHi MPUCTPOI.
Takuit migxXiag AO3BOJUTH CKOPOTHTH BHUMOTH JIO OINEPAaTHBHOI MaM'siTi Ta MPUCKOPUTH MPOIEC
JIOHAaBUYaHHS, MpU 30epeKeHHI BUCOKOI TOYHOCTI Mozeni. Po3pobka Takoro mixoay € akTyalbHOIO
3a/la4uero, 10 JI03BOJHMTH CTBOPIOBATH IO-CIPAaBKHbOMY AaBTOHOMHI Ta aJalTHBHI IHTENEKTyalbHI
MPUCTPOI.
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