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AHOTAILUS

Hocnmimxenus Ta po3podka Al-acuctenTa Ha ocHOBI Mozem Mistral nis cepegoBuia
yHiBepcutety // KBamidikariiina podora ocBiTHROro cTymens «Marictpy» // ITomoBuy
Banepiit BanepiitoBuu // TepHomiibChKHIA HaIllOHATBHUN TEXHIYHUM YHIBEPCHTET
iMeHi IBana Ilynros, ¢pakyabTeT KOMIT FOTEpHO-1HGOPMAIIIMHUX CUCTEM 1 MPOrpaMHOI
imKeHepii, kadeapa koM r0TepHuX Hayk, rpyna CHwm-61 // Tepaonins, 2025 // C. 85,
puc. — 8, Tabn. — 8, nomat. — 3, 6i16miorp. — 69.

Knrouosi crnosa: mtTyvyHH 1HTEJCKT, BeJIMKa MOBHa Moxenb, Mistral, RAG,

00poOKa MpUPOIHOI MOBH, CEMAHTUYHUH MOIIIYK, BEKTOpHA 0a3a naHux, Al-acUCTEHT.

KBanigikariiitna poOoTa nprucBsyeHa po3po01l aBTOHOMHOTO IHTEJIEKTYaJIbHOTO
aCHCTEHTa ISl YHIBEPCUTETCHKOI'O CEpPEIOBMINA, KU BUKOPUCTOBYE TEXHOJOTIIO
Retrieval-Augmented Generation (RAG) Ta ynokanbHy MOBHY Mojeinb Mistral st
HaJaHHS TOYHHUX BIANOBIJEH HA OCHOBI BHYTPIIIHBOI 0231 3HAHb.

B mepmomy poszmini kBamidikaiiifHoi poOOTH OINKCaHI CydacHi MiIXOIU [0
oprasizauii 1HQOPMALIMHOTO MOUIYKY Ta NPUHIMON (YHKIIOHYBAHHS BEITUKHX
MOBHUX Mojened. BuHCBITIEHO mnpoOieMy BHUHUKHEHHS «TalIONUHAINNY Y
IrCHEepPaTUBHHUX CHCTEMax Ta METOIH iX MiHiMizalli. Po3rmsayTo apxitektypy RAG sk
ONTUMAJBLHUM METOJ| TO€JHAHHS TEHEPATUBHUX MOXJIMBOCTEH HEUpoMepex 13
TOYHICTIO TIOIIYKOBHUX cucTeM. [IpoaHai3oBaHo mepeBaru JOKaJbHOTO PO3rOPTAHHSA
Moesnel 1uist 3a0e3reyeHHsT KOH()1IeHIIIHOCTI JaHuX.

B ngpyromy posaini  kBamidikaiiiiHoi poOOTH  OOIPYHTOBAaHO  BHUOIp
TEXHOJIOTIYHOTO CTEKy, IO BKIo4dae monens Mistral 7B, mmardgopmy Ollama Tta
BeKTOpHY 0a3y manux ChromaDB. JlocmikeHo MeToau MomepeaHboi 00poOKu
HecTpykTypoBanux PDF-nmokyMeHTIB Ta po3poOJeHO alrOpuTM CErMEHTAIlli TEeKCTY
METOJIOM KOB3HOTO BikHA. [loJjaHO CTPYKTypHY CXe€My CHCTEMHU Ta MaTeMaTUYHHUN
OIKC AJTOPUTMY TOPUIHOIO CEMAHTUYHOTO MOIIYKY.

B tperromy po3aini kBamidikauiiHoi poO0TH OMUCAHO MPOTPAMHY peai3allio
npoTtoTuny cucreMu MoBowo Python Ta mnpouec ¢dopMmyBaHHS —YHIKaJIbHOIO

eKCIIEPUMEHTAIbHOTO  KOPIYyCYy JaHUX Ha OCHOBI  MariCTepcbKux  poOiT.


http://tstu.edu.ua/?l=uk&p=structure/faculties/fis
http://tstu.edu.ua/?l=uk&p=structure/faculties/fis

4
[IpoananizoBaHO peCYypCOMICTKICTh CUCTEMHU Ta MIATBEPAKEHO €(hEKTUBHICTH METOTY
KBaHTyBaHHS. [IpoBeneHO TOpIBHSUIBHE TECTyBaHHS SKOCTI BIAMOBIAEH, SKe
MIPOJICMOHCTPYBAJIO CYTTEBE MiABUIIEHHS (PAKTOIOTIYHOT TOUHOCTI ITPH BUKOPHUCTAHHI
PO3pO0IICHOT apXITEKTYPH.
OO0’€ekT AOCHIKEHHS: TPOIECH 1HTENEKTYaJlbHOIO TIOIIYKYy Ta OOpoOKu
MIPUPOJIHOI MOBH JIJIS CTICITiali30BaHUX 0a3ax 3HaHb.
[IpenMer mOCTiPKEHHS: METOAM Ta 3aco0M MOOYIOBU JialOrOBUX CHUCTEM Ha
ocHOBI apxiTektypu Retrieval-Augmented Generation 3 BUKOPHCTaHHSIM JIOKIBHHIX

OOYHUCITIOBAILHUX PECYPCIB.



ANNOTATION

Research and Development of an Al Assistant Based on the Mistral Model for the
University Environment // The educational level "Master" qualification work //
Popovych Valerii // Ternopil Ivan Pulyuy National Technical University, Faculty of
Computer Information Systems and Software Engineering, Department of Computer
Science, SNm-61 group // Ternopil, 2025 // P. 85, fig. — 8, tables — 8, annexes — 3, ref.
—69.

Key words: artificial intelligence, large language model, Mistral, RAG, natural

language processing, semantic search, vector database, Al assistant.

The Master’s thesis is dedicated to the development of an autonomous intelligent
assistant for a university environment, which utilizes Retrieval-Augmented Generation
(RAG) technology and the local Mistral language model to provide accurate responses
based on an internal knowledge base.

The first chapter of the thesis describes modern approaches to organizing
information retrieval and the operating principles of large language models. The
problem of "hallucinations™ in generative systems and methods for their minimization
are highlighted. The RAG architecture is considered as an optimal method for
combining the generative capabilities of neural networks with the precision of search
engines. The advantages of local model deployment for ensuring data privacy are
analyzed.

In the second chapter, the choice of the technology stack, including the Mistral
7B model, the Ollama platform, and the ChromaDB vector database, is substantiated.
Methods for preprocessing unstructured PDF documents are investigated, and a text
segmentation algorithm using the sliding window method is developed. The structural
scheme of the system and a mathematical description of the hybrid semantic search
algorithm are presented.

The third chapter describes the software implementation of the system prototype

in Python and the process of forming a unique experimental data corpus based on
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Master's theses. The resource intensity of the system is analyzed, and the effectiveness
of the quantization method is confirmed. Comparative testing of response quality was
conducted, demonstrating a significant increase in factual accuracy when using the
developed architecture.
Object of research: processes of intelligent search and natural language
processing in specialized knowledge bases.
Subject of research: methods and tools for building dialogue systems based on

the Retrieval-Augmented Generation architecture using local computing resources.



HEPEJIIK YMOBHHUX I1IO3HAYEHb, CUMBOJIIB, OAUHUILb,
CKOPOYEHD I TEPMIHIB

b/l — ba3a nanux.

BH3 — Bumuii HaBuanbHUii 3aKkiai.

OC — Omnepariiiina cucrema.

[13 — [Iporpamue 3a0e3neUeHHS.

IIK — [IepcoHasibHHIT KOMIT FOTED.

T — [ITyyHuU# 1HTENEKT.

Al (anrn. Artificial Intelligence) — mTy4HuUi 1HTENEKT.

ANN (anrn. Approximate Nearest Neighbors) — HaOmmWwKeHUH MOIIYK
HaWOJIMKYIUX CYCI/IiB.

API (anrn. Application Programming Interface) — npuknaguuii nporpamMHuit
iHTepdeiic.

CLI (aurn. Command Line Interface) — inTepdeiic KoMaHAHOTO psiIKa.

CPU (anra. Central Processing Unit) — neHTpansHUi mporecop.

GPU (anrn. Graphics Processing Unit) — rpadiunuii mpoiecop.

HNSW (anrn. Hierarchical Navigable Small World) — iepapxiununii
HaBIraliiHUNA «APIOHUHN CBIT» (AITOPUTM TONIYKY).

HTML (anrn. HyperText Markup Language) — MoBa po3MITKH TIEPTEKCTY.

HTTP (anrn. HyperText Transfer Protocol) — mpoTokon nepemadi rinepTexcry.

JSON (anrn. JavaScript Object Notation) — TekcToBHi hopmaT 0OMiIHY JTaHUMHU.

LLM (anrn. Large Language Model) — Berka MOBHA MOJIEITb.

NLP (anr. Natural Language Processing) — 06po0ka mpupo1HOi MOBH.

PDF (anrn. Portable Document Format) — ¢gopmaT nepeHOCHUX TOKYMEHTIB.

RAG (anrn. Retrieval-Augmented Generation) — reneparis, JIOIOBHEHA
MOLIYKOM.

RAM (anrn. Random Access Memory) — onepariBHa am'siTh.

REST (anrn. Representational State Transfer) — nepenaua penpe3eHTaTUBHOTO
CTaHy (apXITEeKTYPHHI CTUIIb).

SQL (anrn. Structured Query Language) — MOBa CTpyKTYpOBaHHMX 3aIlUTIB.



VRAM (anra. Video Random Access Memory) — Bijieonam'siTh.
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BCTYII

AKTyaJbHiCTh TeMH. B ymoBax cTpiMkoi 1udpoBizaliii OCBITHBOTO MPOIECY
YHIBEPCUTETH HAKOINWYYIOTh 3HA4HI OOCATH HECTPYKTYpOBaHOi 1HQopMarlii: BiJ
HOPMATHUBHO-TIPABOBUX AaKTIB Ta HAaBUYAJIbHMUX IUIAHIB J0 KBajidikamiiHUX poOiT
3100yBayiB OCBITH. TpajuiiifHi 3acoOM TOIIYKYy B TaKHX MacHBax JaHUX, IO
0a3yI0ThCsI Ha CIIBMA/I1HHI KIIFOYOBHX CIIiB, BTPAYalOTh CBOIO €()EKTUBHICTh, OCKIJIBKU
HE BpPaxOBYIOTb CEMaHTHYHUU KOHTEKCT 3amHUTy Ta MOP(OJIOTiYHYy BapiaTUBHICTb
IIPUPOJHOI MOBH.

Kowmepiiiiini mpoaykT Ha OCHOBI BeMKUX MOBHUX Mojened (LLM), Taki sik
ChatGPT, nemoHCTpyOTh BHUCOKY €(GEKTHBHICTH B 0OpoOIll TEKCTIB, MPOTEe iX
BUKOPUCTaHHS B KOPIIOPATUBHOMY CEPEIOBHUILI YHIBEPCUTETY 0OMEXKEHE MOTITHKAMU
KOH(D1IeHIIHOCTI, BapTicTIO focTyIty A0 API Ta 3aneXHiCTIO BiJl 30BHIIIHIX CEPBEPIB.
Ha piBHI 7nokanbHOrO po3ropTaHHs BiAKpuTHX Mojene (Open Source LLM)
JOCTYITHO MEHILI€ TOTOBUX PIlIEHb, aJalITOBAHUX 11 cCeU(IKY YKPaiHChKOi MOBH Ta
akageMiuyHoi TepMmiHoiorii. ToMy JOCHIKEHHS Ta pPO3poOKa aBTOHOMHOI
iHpopmarliiftHOT cucTeMu Ha OcHOBI TexHojorii Retrieval-Augmented Generation
(RAG) ta mozeni Mistral € akTyanbHUM HalpsIMKOM CyYaCHUX HayKOBHX JIOCIII/IKEHb.

Merta i 3agaui pocaigxennsi. Meroro gaHoi kBajidikamiitHoT poOOTH CTYIICHS
«Marictp» € miaBUIIEHHS €(PEKTUBHOCTI 1HPOPMALIIITHOTO MOIIYKY Ta aBTOMATH3aIl1
KOHCYJIbTALIITHOT MIATPUMKHU B YHIBEPCUTETCHKOMY CEPENOBHILI ILIIXOM PO3POOKU
Al-acuctenTa Ha OCHOBI JIOKabHOT Mozem Mistral.

J17is1 HOCATHEHHSI TOCTAaBIIEHOT METH TIOTPIOHO BUKOHATH PSIJT 3aBJIaHb, 30KpeMa:

— IlpoanamizyBatu CTaH NOCHIPKEHb B 00JacTi OOpOOKH MPUPOTHOI MOBHU
(NLP) ta apxiTeKTyp BETUKHX MOBHUX MOJIETIEH.

— Jlocmiauty iCHYHOYl Ha JaHUW Yac METOAM BEKTOPHOIO MPEJCTaBJICHHS
TEKCTIB Ta OpraHi3ailii CeMaHTHYHOTO TIOIIYKY.

— IlpoananizyBatu METOAM MIHIMI3alli «TaJTIOIUHALIN» T'€HEpaTUBHUX
Moenel 3a monomororo miaxony RAG.

— Bukonatu mOpIBHSAHHS ICHYIOYMX BIOKpUTHX LLM jams  nokaabHOTO

BUKOPHUCTAHHS Ta OOIpyHTYBaTH BUOip Mozeini Mistral.
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— Po3pobutn MeToauKy mnorepeaHboi 00OpoOKH Ta CerMeHTallli akageMIYHUX
TekcTiB y ¢popmati PDF.

— Po3poOutn mporpamuuii nporotun Al-acucTeHTa 3 BUKOPUCTaHHSIM
BEKTOPHOI 0a3u JaHUX Ta T1OpUIHOTO MEXaHI3MY IOIIYKY.

— IlpoBecTn ekcrnepuMeHTAIbHE JOCHIKEHHS MPOJTyKTUBHOCTI CHUCTEMH Ta
pPEeNeBaHTHOCTI BITIOBIICH.

O0’eKT D0CTiIKEHHsI: TTPOLIECH 1HTEJIEKTYaIbHOTO MOIIYKY Ta T€HEePaTUBHOI
00pOoOKM MPUPOTHOT MOBH IS CTICIIiNIi30BaHUX 0a3 3HAHb.

IIpenmer nocigxeHHs: METOIU Ta 3acO0M MOOYAOBU A1aJIOTOBUX CHUCTEM Ha
ocHOBI apxiTekTypu Retrieval-Augmented Generation 3 BUKOPUCTAaHHSIM JIOKAJIBHUX
OOYHUCITIOBAILHUX PECYPCIB.

HaykoBa HOBM3HA 0Jiep:KaHUX pe3yJabTaTiB KBaJi(IKaIIiHOT pOOOTH MOJIATAE
y TOMY, HIO:

— OTpUMAaB MOJAJbIIMKA  PO3BUTOK METOJ CEMaHTMYHOI CerMeHTarli
YKpPAaiHOMOBHUX aKaJIeMIYHHMX TEKCTIB, IKUH, HAa BIJIMIHY BIJl CTAaHAAPTHUX I1IXO/IB,
BPaxXOBY€ JIOTIYHY CTPYKTYPY HAYKOBHUX POOIT JIsl 30€pe:KEHHS KOHTEKCTY;

— BJIOCKOHAQJICHO MiJAX1a A0 MoOyAoBH JokanbHUX RAG-cHcTeM NIIIIXoM
BIIPOBA/DKEHHSI TIOPUAHOTO aAJITOPUTMY paH)XXYBaHHS JKEpeN, W0 JO03BOJISIE
TUHAMIYHO OajaHCyBaTH MK 3araJilbHUMHU 3HAaHHSAMU TIPO  yHIBEPCUTET Ta
cnenupIYHUMU JaHUMU CTYIEHTCbKUX POOIT.

IIpakTH4yHe 3HAYCHHS OJCPKAHMX pe3y/abTaTiB. BUKOHAaHO MakeTyBaHHSA Ta
npororunyBanHsa Al-acucrenta gns  cepemouia THTY, saxkuii  31aTHUMiM
(GyHKIIOHYBAaTH Ha MEPCOHAIBHUX KOMIT'IoTepax Oe3 mepenayi KOH()1AeHLIIHHUX
naHuX TpeTiM ctopoHamM. CTBOPEHO IHCTPYMEHTApIi JIsl aBTOMAaTU30BAHOTO 300py Ta
BEKTOPU3aIlll MariCTepChbKUX poOIT 3 PEIO3UTOPII0 YHIBEPCUTETY.

Anpobaunisa pe3yabTaTiB Maricrepcbkoi poo6oTH. OCHOBHI pe3yJbTaTH
MPOBEICHUX JOCTIIKeHh O00roBOproBaiuch Ha VI MDKHApOAHIN CTYIEHTCBHKIM
HAyKOBO-TeXHIYHOI KoH(epeHiii «Teopiss MoxepHizalii B KOHTEKCTI Cy4acHOi
CBITOBOi HAyKW» MDKHApOJHOTO IIEHTPY HAYKOBHX JOCHIIKeHb (M. [BaHO-

@pankiBebk, 19 rpymas 2025p.) ta XIII HaykoBO-TexHIUHIM KOH(pEpeHLii
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«IHdpopmariiiini MoJIel, CUCTEeMH Ta TEeXHOJOrii» TepHOMUIbCHKOTO HalllOHAJIBHOTO
TEXHIYHOTO yHiBepcuTeTy imMeHi [Bana [lymos (M. Tepuomnins, 18 rpyaus 2025 p.).

Iyoaikanii. OcHOBHI pe3ynbTaTu KBai(ikaiiiHOi poOOTH OMyOIIKOBaHO Yy
JBOX Ipalsgx KoHpepeHii (1oaaTok b).

Crpykrypa it oOcar kBajigikamiiinoi podoru. Kpamidikamiiina poOota
CKJIaJIa€ThCsl 31 BCTYITY, YOTHPHOX PO3ILTIB, BUCHOBKIB, CIUCKY JiiTeparypu 3 69
HalilMeHyBaHb Ta 3 MOAATKIB. 3araibHUN 00csT KBamidikamiitHoi poboTu ckiaamgae 85
CTOPIHOK, 3 HUX 68 CTOPIHOK OCHOBHOTO TEKCTYy, SIKUA MICTUTh 8 PHCYHKIB Ta 8

TaOJIULIb.
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1 AHAJII3 IPEJMETHOI OBJIACTI TA METO/IIB IOBYJ1OBU
IHTEJIEKTYAJIBHUX ITOITIYKOBUX CUCTEM

1.1 AnaJni3 icHyrouux miaxoaiB g0 oprasizauii ingopmauiiiHoro momykKy

CyuacHuii etam po3BUTKY 1HGOPMAIIMHMX CHUCTEM B OCBITHIX 3aKjagax
XapaKTEPU3YEThCS ~ CTPIMKMM  3POCTaHHSAM  OOCSTIB  HAKONMHMYCHUX  JAHUX.
VYHIBEPCUTETChKI PEMO3UTOPii, €IEKTPOHHI OI0MIOTEeKM Ta CHUCTEMH YIPABIIHHSA
HaBuaHHsAM (LMS) MICTSTh THCSYl JOKYMEHTIB: BiJl aJMIHICTPAaTUBHMX HaKa3iB Ta
HAaBYAJIbHUX IUIAHIB JI0 KBali(ikamiiHUX poOIT CTYAEHTIB Ta HAYKOBUX CTaTeu
BUKJIa/1auiB. 3a ouiHkamMu excnepTiB [1], monan 80% miel iHpopmarrii 30epiraeTbes y
HECTPYKTypoBaHOMY BUIJsiAl (TekcToBl (aitiim popmatie PDF, DOCX, TXT), mo
CTBOPIOE 3HAYHI TPYAHOILI U €PEKTUBHOIO MOUTYKY Ta OTPUMAHHS 3HAHb.

[Ipobnema iHpopmamiitHoro nomyky (Information Retrieval — IR) nonsirae y
3aJI0BOJICHHI 1H(QOpMalIHHOI MOTPEeON KOPUCTyBadya HUIIXOM BHAAUl PEJIEBAHTHHUX
JIOKYMEHTIB 13 HassBHOT KOJICKIT1i. [CTOpHYHO CKJIanuCs IBa MPUHITMIIOBO Pi3HI1 I IXOI1
70 BUPIMICHHS IIi€l 3ajadyi: JIEKCUYHUM (TMOIIyK 3a KIIOYOBUMHU CJIOBaMH) Ta

CEMaHTUYHU (TTOUIYK 32 3MICTOM).

1.1.1 OOmeskeHHsT Ta HeAOJiKM TpPaaAMUiiHUX CHCTEM MONIIYKY 3a

KIIOY0BHUMH CJ1I0BAaMHU

TpanuuiiiHi MOUIYKOBI CUCTEMH, SIKI ACCATUIITTAMHU TOMIHYBalIM B raiysi,
0a3yl0ThCsl HA JIEKCHYHOMY CITIBIIAJ{IHHI TEPMIHIB 3alIUTY Ta TEPMiHIB JOKYMEHTY. B
OCHOBI TaKMX CHCTEM JIGKUTh CTPYKTypa [aHUX, [0 HA3WBA€THCS iHBEPTOBAHUM
innexkcom (Inverted Index).

[HBepTOBaHMI 1HIEKC SIBJISIE COOOI0 CIIOBHHMK YHIKJIBHHMX CIIIB (TEPMIHIB), €
JUTSL KOSKHOTO CJIOBa 30€pIiraeTbesi CIUCOK JOKYMEHTIB, Y SIKMX BOHO 3yCTpPIYa€eThCs, a

TaKOX TO3UIIS CJIOBA B JOKYMEHTI [2].
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Pucynok 1.1 — Cxema iHBEpTOBAHOIO 1HJIEKCY

JUIs OLIHKM BaXXJIMBOCTI JOKYMEHTa BIJIHOCHO 3allUTy B TaKUX CUCTEMax
BUKOPUCTOBYIOTbCS CTaTHCTH4YHI Mipu. HailOuieln mnommupeHoro € metpuka [F-
IDF (Term Frequency — Inverse Document Frequency), sika 103BOJISIE OIIIHUTH Bary
CJIOBa B KOHTEKCTI KOHKPETHOTO IOKyMEHTa Ta BClel Koyekuii [3].

Bara tepminy t y nokymenTi d po3paxoByetbes 3a hopmysioro (1.1):

W(t,d) = TF(t,d) - IDF(t), (1.1

ne TF(t,d) - vacTora BxomkeHHs TepMiny B AokymeHT (Term Frequency), ska
MOKa3ye, HACKUIBKK YacCTO CJIOBO 3yCTPIYa€ThCS B TEKCTI;

IDF(t) — obepuena vactora mokymenTa (Inverse Document Frequency), sika
3MEHIIy€ Bary 3arajbHOBXMBAaHUX CJIIB (HalpuUKIaJ, TNPUUMEHHHUKIB abo
cnonnyyHukiB). IDFIDF oGuucitoeTses sk torapudm B

IDF oGuncmtoeThest ik jJorapudM BiHOIIEHHS 3arajlbHOI KUTBKOCTI JOKYMEHTIB

N 10 KiJTbKOCT1 JIOKYMEHTIB, [0 MICTATh TEPMiH t:

N

IDF(t) = log O

(1.2)

binem nmockonam cucremu, Taki sk ElasticSearch a6o Apache Solr,

BUKOPHCTOBYIOTh  IMOBIpHICHY Mojnenb BM25 (Best Matching 25), sxka €
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moaudikamiero TF-IDF 1 BpaxoBye MOBXHHY JOKyMEHTa Ta HACHYEHHS YacCTOTH
TepMiHIB [4].

HesBaxkaroun Ha BUCOKY IIBUAKICTH POOOTH Ta IPOCTOTY peatizaliii, TpaauiiiHi
MIIX0AW MaroTh psan GyHIaMEHTAJIbHUX HEIOMIKIB, SIKI CTalOTh KPUTHUUYHHMH TIPU

noOy/I0Bl 1HTENEKTyalbHUX AaCHUCTEHTIB sl yHiBepcuTeTy. OCHOBHI MpoOieMu

HaBeaeHo B Ta0ium 1.1.

Tabmuis 1.1 — Hemoniku 1eKCUYHOTO MIAXOAY A0 MOUIYKY

IIpobaema

Onuc npodemMu

Ipuxaan 3 npeamMeTHoi 001acTi

CuHoHiMis

Pi3Hi cioBa MOXyTh MaTH

OJHAKOBC 3HA4YCHHA.

Cucrema HE 3HauIe
JIOKYMEHT, SIKII0O B 3amuTi
BUKOPHCTAHO CHHOHIM,

SIKOT'O HEMAE B TEKCTI.

3anurt: "llpasuna
ecmyny". JlokymeHT: "Ymosu
HaguanHs".

npuiomy Ha

Pesynbrat: JlIOKyMeEHT HE

3HANUJIEHO.

Iouicemist

OnHe cI0BO MOE MaTH Pi3Hi

3HAUEHHS  3aJIC)KHO BIX

KOHTEKCTY.

3amurt: "[lomix". 3HaueHHs
1: "Ilomik
cmyoenmig". 3HaUEHHSI

2: "llomik eukoHaHHA

(Thread)".

Mopddoaoriuna

BapiaTUBHICTH

Jns  daekTuBHUX MOB (SK
yKpaiHCbKa) 3MiHA 3aKIHYCHb
cioBa poOUTh Horo "iHImmM"
JUIsSL TIPOCTOTO TMOIIYyKYy 0€3

JieMaTu3arii.

3anut: "kagedpor”. JIokyMeHT:
"kagheopu”. bes CTEMIHTY

(stemming) 306ir He PiKCyeThCS.

IrHopyBanus

KOHTEKCTY

[Tomyk po3rismae 3amur sK
Hal1p okpemux ciiB ("MIIIOK
ciiB"), ITHOPYIOUHN ix

MOPSI0K Ta JIOTTYHUN

3B'SI30K.

3anut: "Xmo €  peKmopom

yuigepcumemy?". Cucrema

nrykae Oynab-sKli JOKYMEHTH 3i

" on

, "pexmop”,

cioBamu "xmo ", "yuie

epcumem”.
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Oco6mmBO TOCTpO I mpoOjeMa MocTae mpu poOOTI 31 CTYyACHTCHKUMU
kBamdikamitHuMu pobotamu. Temu AOCTIIHKEHh 4acTO (HOPMYITIOIOTHCS CKJIATHOIO
HAyKOBOIO MOBOIO, 1 CTYACHT, SIKMH IIyKae CXO0X1 poOOTH AJis OTJsiAY JITeparypH,
MOX€ HE 3HATH TOYHOI TEPMIHOJIOT1i, BUKOPUCTAHOI MOMepeIHUKaMH. JICKCUUHMIA
po3puB (lexical gap) MK MOBOIO 3amuTy KOpPHCTyBaya Ta MOBOIO JOKYMEHTIB

MIPU3BOJAUTH 10 HU3bKO1 MOBHOTH Toryky (Recall).

1.1.2 TllepeBaru ceMaHTHYHOI0 MiAX0Ay A0 OOPOOKH HECTPYKTYPOBAHHUX

JaHUX

JUia moponaHHs OOMEXEHb KIIOUOBUX CJIIB B OCTaHHI POKM AaKTHUBHO
PO3BUBAETHCS HAMPSMOK CEMAaHTHYHOTO TOIIyKy (Semantic Search) Ta BEKTOPHOTO
npeactaBieHHs TekcTiB. Lleld miaxig Oa3yerbcss Ha TINOTE31 JUCTPUOYTHUBHOI
CEMAaHTHUKH: CJIOBa, LI0 3yCTPIYAIOTBCS B CXOXKHMX KOHTEKCTaxX, MaroTh CXOXIl
3HauyeHHs [5]. Ha BigMiHy BiJ MPOCTOrO JEKCUYHOTO CITIBCTABJICHHS, CEMaHTUYHUN
aHai3 JI03BOJIAE CUCTEMI «PO3YMITH» IHTEHT (HaMip) KOPUCTyBaya, BUSBISIOUU
MIPUXOBaHI JIOTIYHI 3B’S3KH MiXK TEpPMiHAMH, HaBITh SKIIO BOHU HE CIIBIAJAIOTh
nocniBHo. Takuil mMpopuB CTaB MOMJIMBHUM 3aBISKH BUKOPUCTAHHIO apXITEKTYp
rIMOOKOTO HaBYaHHS, AKI 37]aTHI BPaXxOBYBaTH MOPSAJOK CIIB Ta iX B3a€MOBIUIUB Y
MeKax peueHHS.

KirouoBoro  KOHIIEMIIIED TyT € BEKTOpHI mpexacrasicHHs (embeddings).
EmMOeninr — me mepeTBOpeHHsS TeKCTy (cioBa, pedeHHs abo 1ijoro maparpada) y
BEKTOp MAiMiCHMX uyucen (PiKCOBaHOI pO3MIpHOCTIN. Y TakoMy OaraTOBUMIPHOMY
IPOCTOP1 KOXKHA OJMHUIS TEKCTY OTPUMY€E YHIKaJIbHI KOOPAWHATH, & TECOMETPUYHA
BIJICTAHb MDK BEKTOpaMH BHCTYIA€ MaTEeMaTHYHOIO MIpOI0 iXHbOI CEMaHTHUYHOI

OJIN3BKOCTI.

1}) = [xl,xz, ...,xn], X €R. (13)

Y Takomy 06araToBUMIpHOMY TMpPOCTOPI CEMAaHTHYHO CXOXI1 TEKCTU

PO3TAIOBYIOTHCA r€COMETPHUIHO OIU3BKO OJHWH A0 OJHOTIO.
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Pucynok 1.2 — Bizyamizaiisi CEeMaHTHYHOTO BEKTOPHOTO ITPOCTOPY

S
JIJist BU3HAYEHHS CTYIICHS CXOKOCTI (PEIeBAaHTHOCTI) MK BEKTOPOM 3amuTy @

Ta BEKTOPOM JIOKyMeHTa D HaiuacTiie BUKOPHUCTOBYETHCSI KOCUHYCHA
noaiOHicTh (Cosine Similarity). BoHa BUMiproe KOCHHYC KyTa MiX JBOMa BEKTOPAMHU

1 po3paxoByeThCs 3a popmyioro (1.3):

. - — 65 n= Q'D'
,D) = 0) = == = == . L4
sm(Q ) COS( ) RG] \/ZLQ;.\/ZyﬂDf ( )

[lepeBaru ceMaHTHYHOTO MiAXOQY JUTsl YHiBepcuTeTchkoro Al-acucrenTa:

1. Po3yminnas npuponHoi MoBH: KopuctyBau Moxe (HOpMysroBaTH 3aluT y
po3MoBHI (opMi, Hanpuknaa: "/Je meni 63amu 008i0Ky npo nHasuanHsa?". BekTopHa
Mozenb (Hampukiaa, Ha 6a3i TpanchopmepiB BERT abo MiniLM) cmiBcTaBuTh 11ei
3aMUT 13 BEKTOPOM JOKYMEHTa, IO MICTUTh TEKCT "Budaua 008i00k 30ilicHIOEMbCA Y
Odexanami", HE3BAXKAIOUU HA BIICYTHICTh CHIJIBHUX CIIIB.

2. MynptuMoBHiCTh: CydacHi  Mojeni  emOeminriB  (Taki sk paraphrase-
multilingual-MiniLM, 110 BUKOPHCTOBYETbCS B JaHii poOOTI) 31aTHI BigoOpakaTh
TEeKCTH PI3HUMH MOBaMU B €IMHUN BeKTOpHUU mpocTip. Lle mo3Bomsie mrykaru

aHTJIOMOBHI JKepelia, poOJsiur 3alHUT YKPaiHChKOK MOBOIO, 1 HaBMaku [6].
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3. CriiikicTh 10 moMuiiok: OneyaTku abo rpaMaTUYHI TOMUJIKH B 3aTUTI MEHIIIE
BIUTMBAIOTh HAa PE3yJbTaT, OCKIJIBKM BEKTOPHE IMPEACTaBICHHS CJIOBA 3 MOMMIIKOIO
4acTO 3HAXOAUTHCS OJM3BKO J0 MPABUIBLHOTO CIIOBA.

[Ipore ceMaHTHYHMI MONIIYK BHUMAarae 3HA4YHO OUIBIIMX OOYHCIIOBAILHUX
pecypciB AJis eTamy iHeKcallii (MepeTBOPEHHsI BCiX IOKYMEHTIB Y BEKTOPH) Ta eTay
MOIIYKY (TTOPIBHSAHHS BEKTOPA 3aIIUTY 3 MIJIbHIOHAMH BEKTOPIB y 0a3i). Jj1st BUpilIeHHS
i€l mpoOJeMu BUKOPUCTOBYIOTHCS CIIEIiaii3oBaHl BeKTOpHI 0a3u nmanux (Vector
Databases) Ta anaropuTMu HaOIMKEHOTO MOILIYKy HalOmmkuux cycimiB (ANN —
Approximate Nearest Neighbors), Taki sk HNSW (Hierarchical Navigable Small
World), mo Oyzae aetanbHilIe po3risHyTO y APYyrOMYy PO3Iii.

Takum uwmHOM, na1s CTBOpPEeHHS e(QeKTUBHOrO Al-acucTeHTa JOLIIBHO
BIJIMOBUTHCS B1Jl YUCTOTO MOIIYKY 3a KJIIOYOBUMHU CIOBAMU HA KOPHUCTh T1OPUIHUX
ab0 TMOBHICTIO BEKTOPHHMX MIAXOMAIB, LIO JO3BOJIUTH CHUCTEM1 'pO3yMiTH" 3MICT

CTYJIEHTCHKUX POOIT Ta 3alMTaHb KOPHUCTYBAYIB.

1.2 Orasig cyyacHUX TexHoJ10riii 00pooku npupoaHoi moBu (NLP)

O6po06ka mpupoanoi moBu (Natural Language Processing — NLP) e oaniero 3
HAWOUTBII AMHAMIYHMX Taly3ed INTY4HOTO I1HTEJEKTy, W0 CHpsIMOBaHAa Ha
3a0€3MeUeHHs B3a€MO/IT MK JIFOJIMHOIO Ta KOMI'FOTEPOM 3a JI0MOMOT00 IPUPOAHOI
MoBu. EBomtomis NLP mpoiimma nuigx Bif CHUCTEM, 3aCHOBAHHUX Ha >KOPCTKUX
miareictuunux mnpaBwiax (Rule-based systems), 1o cratucTHUHUX METOMIB 1,
3peuIToro, 10 MeTo11B rrbokoro HaBuanHs (Deep Learning).

JloBruif yac craHgapTOM y Tairy3i Oyniu pekypeHTH1 HeiiponHi Mepexi (RNN) ta
MEpeXi 3 JIOBrol0 KOPOTKOCTPoKoBOK naM'satTio (LSTM). ['onoBHUM iX HEIOJIIKOM
OyJsia mociigoBHa oOpoOka iHdopmarlii: mod 3po3yMITH OCTAHHE CJIOBO B PEUCHHI,
Mepeka Mycuia TMoeTanHo o0poOutu Bci momepenHi. lle yHEMOXIMBIIOBAIO
edeKTUBHE pO3MapayesioBaHHs OOYHMCIEHb Ha Cy4YaCHUX rpadiyHUX Mpoliecopax
(GPU) ta npusBoauio a0 npobdieMu "3a0yBaHHSA" KOHTEKCTY B IOBI'HX TEKCTaX.

[Mapanurma 3minumacs y 2017 poui 3 myOamikariero podotu "Attention Is All You

Need" [1], ne Oyno 3ampomoHoBaHO apxiTekTypy Transformer. I{a apxiTektypa



20
BIJIMOBMJIACS B1JI PEKYPEHTHOCTI Ha KOPUCTh MEXaHI3My yBarv, IO J03BOJIMJIO

MOJIEJISIM 00pOOIIATH 1111 MACUBU TEKCTY OJHOYACHO.

1.2.1 Beituki ™oBHi wmoaenai (LLM): apxitektypa Ta nNpUHUMIHN

(pyHKIiOHYBaHHA

Benuki moBHI Mozemi (LLM) — 11e iMOBIpHICHI MOJIEITi, HABYEH] HA HAJIBEITUKHUX
KOpIycax TeKCTOBHX JaHUX (COTHI rirabait abo TepabaiT TEKCTY), IO T03BOJISIE iM
TeHEepPYBaTH TEKCT, SIKUW BaXKO BIIPI3HUTH BiJ] HAIUCAHOTO JIFOJIUHOIO.

BaxxnuBo po3ymiTH, 110 HEHUPOHHI MEPEXI HE MpaIolTh 31 CIOBAMH Yy
3BUYHOMY po3yMiHHi. [leprmm etarmom 00poOku € TokeHizalis. TekcT po30uBaeThCs
Ha €JEeMEHTapHl1 OJMHULI - TOKeHH. CydacHl MOJENl BUKOPUCTOBYIOTh AJITOPUTMH
M1JICT1BHUKOBOI ToKeH13allii, Taki sk BPE (Byte-Pair Encoding) abo SentencePiece. Lle
7103BOJIsI€ €(PEKTUBHO MPAIIOBATU 3 PIAKICHUMH CJIOBaMH Ta PI3HUMU MOBAMHU.

Hamnpuknazn, cinoBo "yHIBepCHUTETCHKH" MOXe OyTH po30MTe€ HAa TOKEHHU:
["yuigep"”, "cumem”, "coxuu"]. KoxkeH TOKEH NEPETBOPIOETHCS HA YUCIOBHI BEKTOP
(embedding).

Cepuem cydacanx LLM e mexanizm Self-Attention. Horo mera — BU3Ha4YUTH
3aJIEKHICTh KOKHOTO TOKEHA B TIOCIIJOBHOCTI B1J 1HIIIUX TOKEHIB.

Posrnsnemo mpuknaa: "CTyneHT He 3MIT 3aBaHTaXUTU (Qaitn, 00 BiH OYB
3aHaJITO BEJINKUIL".

JIJist MOIMHY OYEBUJIHO, 1110 3aiMEHHHK "BiH" cTOCyeThbes cioBa "daitn". J{ms
KOMIT'IOTepa 11e He 04eBUAHO. MexaH13M yBaru 00uncioe "Bary 3B's13Ky" Mi>k TOKEHOM
"BiH" Ta BciMa MOTMIEPETHIMU CIIOBaMH. Y JTaHOMY KOHTEKCTI 3B'sI30K 3 TOKEHOM " aiin”
MaTUMe HalOUIbIIY Bary, a 3 TOKEHOM "CTYJIEHT" — MEHIIY.

MarteMaTuyHO 1€ peani3yeThCs Yepe3 TPU MaTPHIILL, sIKI HABUAIOTHCS:

1. Query (Q) — 3amuT (Te, 10 MM [ITYKAEMO).

2. Key (K) — kittou (Te, 0 BU3HAYAE 3MICT TOKEHA).

3. Value (V) — 3nauenns (indopmartisi, SIKy MU BUTATY€EMO).
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Pucynok 1.3 — Ilpunnumosa cxema 6;10ky Multi-Head Attention

JIJiss po3poOKH YHIBEPCHUTETCHKOIO achcTeHTa odpano monenb Mistral 7B [7].
Ile moxensb 3 Bigkpuroro Baroio (Open Weights), sika 1eMOHCTpY€ TPOTYKTUBHICTD,
IO MEpEeBHIyE 3HaYHO Outbll Mozaem (Hampukian, Llama 2 13B), npu mpomy
3JTMIIAIOYUCH JOCUTH "JIETKO" I 3aIyCKy Ha CIOKMBYOMY oOsamHaHHI (6-8 GB
VRAM) [7].

Mistral BmpoBajpkye 1Bl KPUTHUYHO BaXKJWBI 1HHOBaUli, SKI PoOOdATH il
1ICAJILHOIO JUTS HAIIIOl 3a1a4i:

1. Sliding Window Attention (SWA) — KoB3He BiKHO yBar. |

VY crangapTHuX TpaHchopMepax CKIaIHICTh OOYUCICHb 3pOCTA€ KBAAPATUIHO
Big nopxkunu tekety (0(n?)). Le o3Hauae, 1o Mpy 301IbIIEHH] JOBKUHNA KOHTEKCTY
BJIB14l, Yac 0OpOOKH 3pOCTa€e B HOTUPH pa3u, 10 MBUAKO BUUepnye nam'ste GPU.

Mistral BUKOpHCTOBYE MeXaHI3M KOB3HOTO BIKHA: KOXXEH TOKEH 'MHBUTHCA"
numie Ha (pikcoBaHy KiIBbKICTh TomnepenHix TokeHiB (BikHo W). Ilpote, 3aBasku
OararomnrapoBiii CTPyKTypi Mepexi, iH(HopMaIlisi MOKe MOITUPIOBATHCS TAJIEKO 33 MEXKi
BIKHA.

ITepeBara s Hamoro npoekty: Ile mo3Bonsie epeKTUBHO OOpOOJATH OB
dbparMeHTH CTyJACHTCHKUX POOIT 6€3 epeBaHTaXKEHHS BiJieonam'siTi HOyTOyKa.

2. Grouped-Query Attention (GQA) — VBara 3 rpylyBaHHSM 3allHTiB.

[Is1 TexHika MPUCKOPIOE TIpolleCc TeHepalli TekcTy (iHDEepeHC) MIIIXoM

3MEHIICHHS KUIBKOCTI mapameTpiB, mo 30epiratotbess B kemi (KV-cache).
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[lepeBara njisi HaIOro MPOEKTY: 3HAUYHE MPUCKOPEHHS BIAMOBIAI ACUCTEHTa (MEHIIa

3aTpuMKa, a0o latency) Ta 3HWKEHHSI BUMOT JI0 OTIEPATUBHOI MTaM'ATi.

The cat sat on the The cat sat on the
The /1.0 0 0 0 /1770 0 0 o
cat 1 1 0 0 0 1 1 0 0 O
sat 1 1 1 0] 0 1 1 1 1] 0
on 1 1 1 1 0 0. 1 1 1 0
the 1 1 1 1 1] o 0 1 1 1
Vanilla Attention Sliding Window Attention

Pucynok 1.4 — [NopiBusaHs Mexani3miB Vanilla Attention Ta Sliding Window

Attention.

1.2.2 TIpob6aema «rajdwoiuHaIii» Ta MeTOAH iX MiHimizamii

[Torpu Bpaxkaroui MoxknuBocTi, LLM He € 6a3amu 3HaHb y cTporomy ceHci. Lle
WMOBIpHICHI reHepaTtopu TekcTy. OIHIE€I0 3 TOJIOBHUX MPOOJIeM iX BOPOBAKEHHS B
KPUTHYHO BaXJIWBHUX cdepax (ocBiTa, METUIIMHA, IOPUCTIPYJCHISA) € (EeHOMEH
"rajgronuHanin".

["amronmHaris B konteketi NLP — 11e BneBHeHa renepartisi MoJesuio iHdopmari,
sKa € PaKTUIHO HEeBIPHOIO a00 HE CIIMPAETHCS HA BXiAHI JaHi [6].

BuainsaroTe ABa OCHOBHI THUIIY TaJIFOLMHALIN:

1. Baytpimai ramoruHaii (Intrinsic): Monens cymnepeunth cama cobi abo
BX1JTHOMY KOHTeKcTy. Hanmpukiaz, sIKuio y HaiaHoMy TekcTi ckazaHo "Haka3 NoS Bin
2023 poky", a Moaens rerepye "3rigHo 3 HakazoM Ne5 Big 2020 poky".

2. 3oBHimHI ramonuHarii (Extrinsic): Moaenb reHepye TBEpIKEHHS, IKUX HE
OyJ0 y JKepedi, aje Kl HEeMOXKJIMBO MEePEBIPUTH HA OCHOB1 KOHTEKCTy. Hanpuknan,
IPUTyMYyBaHHS HEICHYIOUHX IIUTAT a00 aBTOPIB.

[Ipupona nporo siBumia nosusrae y npuniuni Maximum Likelihood Estimation

(MLE). Mopenb 3aBxau HaMaraetbcsi oOpaTu HalO1IbIl HMOBIPHE HACTYITHE CJIOBO.
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Ski1o Mozenb He 3Ha€ TOYHOI BIAMOBII, BOHa 00Mpae HaHO1 b1 "ipaBaonoAioHy" 3
JIHTBICTUYHOI TOUKH 30pY, IO YaCTO MPU3BOJUTH 10 PAKTUIHHUX TTOMUJIOK.

Jlns MiHIMIzaIii TaTOIMHALNN Y Hallii CHCTEMI 3aCTOCOBAaHO TPUPIBHEBHIA
3aXUCT:

1. Cuctemnwuii npomntuar (System Prompting):

Mu 3amgaemo "ponboBy moaenb" s Al. Inctpykuist « Tu — uechuti acucmenm.
Axwo inghopmayii nemae 6 konmekcmi, gionogioat " ne 3nar0"» CyTTEBO 3MIHIOE
PO3MOiT KMOBIPHOCTEH reHepallii, SHIKYIOUH IaHC BUTAIKH.

2. JlerepmiHOBaHa TeHEpallis:

[TapameTp Temperature (TemnepaTypa) BiANOBITA€E 3a CTYIIHb BUIIAJKOBOCTI.

®opmyiia BUOOPY TOKEHA 3 TEMIIEpaTyporo 1:

_ _exp (z/T)
PW) =5 e my (1.5)

[TIpu T — 0 Moxens cTae Maiike JeTEPMIHOBAHOIO, OOMPAIOYH JIUIIIE HANOLTBII
BiporinHi BapianTu. lle BOuBae "kpeatuBHICTB", ayne 3abesneuye ¢HaKTOIOTIUHY
TOYHICTb.

3. RAG (Retrieval-Augmented Generation):

Ile HaiiO1IbII J1€BUIA METOA. 3aMICTh TOTO, 11100 3MYIIIYBAaTH MOJIEIIb 3ralyBaTH
dakTu, Axi BoHa "Oaumsa" MiJ yac HaABYAHHS PIK TOMY, MU HaJaeMO il HImapraiky
(KOHTEKCT) MpsIMO Tepe]T ICIMTOM (TeHepalli€ro Biamoiai). JlociimKkeHHs MOKa3yoTh,

110 HAsIBHICTh PEJIEBAHTHOTO KOHTEKCTY 3HU)KY€E PIBEHb TAIIOLIMHALIIN Ha TOPSAIOK [3].
1.3 Anaui3 apxirektypu Retrieval-Augmented Generation

Sx Oyno 3a3HaueHO B TMOMEPEHIX MIAPO3JALIaX, BUKOPUCTAHHS Bemmkux
MoBuux Mopneneit (LLM) y uyucTtoMy BHIJISAI Mae CyTT€BI OOMEXKEHHS s
CTeIiaTi30BaHuX 3aJ1ay: iXH1 3HAHHS 3aCTapiBalOTh Y MOMEHT 3aBEPIIICHHS HABUAHHS,
a CXWJIBHICTH J0 TAIOLMHALINA POOUTH X HEHAIIWHUMU JpKepenaMu (PakTOIOTI4HOT

iH}opMmarii.
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Jlns BupimenHs uux npoosnem y 2020 pori qocnigauku Facebook Al Research
(FAIR) 3anpomonysamu apxitektypy RAG (Retrieval-Augmented Generation) —
reHepalliro, JTonoBHeHy momrykoM [2]. Lle#t miaxim craB craHmapToM ae-(hakTo Juis

oOyI0BH KOPIOPATUBHUX Ta OCBITHIX Al-cuctem.

1.3.1 llpunuunu nodyaoBu RAG-cucrem

Cythicts minxony RAG monsrae y po3aiieHHI Mam'siTi CUCTEMH Ha JBa
GbyHKIIOHATBHI KOMIIOHEHTH: MapaMeTpUYHy Ta HemapaMmeTpuuHy. [lapamerpuuna
nam'siTh MpeJICTaBI€Ha BaraMy HaBU€HOI MOBHO1 MOJIEJ, SIKa 30epirae 3arajabH1 3HAHHS
PO CTPYKTYpy MOBHU Ta cBIT. HemapameTpuuHa nam'sTh sIBJIsi€ COOOIO 30BHIIIHIN
BEKTOPHUI 1HJEKC, IO MICTUTh aKTyallbHI JOKYMEHTH IpeIMeTHOi obnacti. Takuid
MOAUI AO3BOJISAE 3MIHIOBATH a00 OHOBJIIOBATH 3HAHHSA CHCTEMHU O€3 HEOOXIIHOCTI
nepeHaB4YaHHs caMoi HelpoMepexi.

@OYHKIIOHYBaHHS CUCTEMHU 3a0€3MEeUyEThCS MOCIHIIOBHOIO B3a€EMOJIIEI0 JIBOX
MOJYJIiB: peTpiBepa (MOIIYKOBHKA) Ta TeHepartopa. PeTpiBep BiJOBia€e 3a MOIIYK
HAWOUTBII PEJICBAaHTHUX JOKYMEHTIB y 0a3l1 3HaHb Ha OCHOBI BXIJHOTO 3aIuTy.
['enepaTtop, y CBOIO 4epry, OTpUMY€ 3HANJIEHI TEKCTOBI ()parMEHTH SK KOHTEKCT 1
dbopMyITIO€ Ha X OCHOBI KIHIIEBY BIATIOBI/Ib.

[Ipouiec 0OpoOKHU 3anUTy B TaKii apXITEKTYpl PO3TNOYMHAETHCS 3 IEPETBOPEHHS
NUTAHHS KOPUCTyBaya y BEKTOpHE MpeacTaBieHHs. Jlai BUKOHY€EThCS CEMaHTUYHUN
MomIyK y 0asi JaHUX, PEe3yJbTaTOM SKOTO € Hablp HAWOUIBII CXOXUX TEKCTOBHX
(dbparmMeHTis.

Mogpenb aHamidye HaJaHUH KOHTEKCT 1 TEHEpPYy€E BIJMOBIIb, CIHPAIOYNUCHh HA

(bakTH, 0 MICTATHCA y 3HAUJEHUX TOKYMEHTaX.

1.3.2 llepeBaru Bukopuctanusi RAG ais jokajbHUX 623 3HAHD

Y koHTekcTi moOynoBU 1HQOpPMAIIMHUX CHCTEM JMJIi OCBITHIX 3aKjajiB

apxitektypa RAG Mae HH3KYy CYTTEBUX IepeBar MOPIBHSIHO 3 ajJbTePHATUBHUMU

METOIaMu, TaKUMH K JoHaB4daHHs (Fine-Tuning).
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[TepurodyeproBoro mepeBaror € akTyajdbHICTh 1HGOpMaIli Ta MpocToTa il
OHOBJICHHS. YHIBEPCUTETCHKE CEPEIOBHINE XaPAKTEPUIYETHCS BHCOKOKO JTHHAMIKOIO
3MiH: OHOBJIIOIOTHCS] HABYAJIbHI TUTAHU, BUXO/ISITh HOBI HAKa3W Ta METOJIMYH1 BKa31BKH.
VY kimacu4HOMY MiAXOM1 JUIsl BHECEHHS IUX 3MiH y "mam'sTe" Mojenl HeoOXiJTHO
MIPOBOJIUTH TTOBTOPHE TPEHYBAHHSI, 110 BUMAarae 3HaYHUX OOYUCITIOBATILHUX PECYPCIB
Ta yacy. Bukopuctanus RAG n03Bosisie OHOBIIOBATH 0a3y 3HAaHb Y PeaibHOMY 4aci
IUIIXOM TPOCTOr0 JOJaBaHHS a00 3aMiHM JOKYMEHTIB Yy 1HAEKCI, poOJsud HOBY
1HpOpMaIlit0 MUTTEBO JOCTYITHOIO JUIs TeHepallii BiIMOBIICH.

[HIIIMM BasKJIMBUM aCIIEKTOM € TOYHICTH BIAMOBIAEH Ta MIHIMI3alllsd TaK 3BaHUX
"ramronuHaiii". 3aBasgKku MexaHi3My 3azemiieHHs (grounding) Ha KOHTEKCT, MOJIEIb
3MyIlIEHA OMNEepyBaTH JIMINEe HaJAaHUMH (akTaMu, a HE TOKJIaJaTucs Ha CBOi
UMOBIpHICHI mnependadeHHs. lle € KpuTuyHuM (QakTopoM s aKaAeMIYHOIro
CepeNoBUIIIA, /Ie HaJJaHHS JOCTOBIPHOT iH(popMallii € mpioputeToM. Ko B 0a3l 3HaHb
BIJICYTHS HE0OXiJHa i1HGOpMAIlisi, CUCTEMa MOXE KOPEKTHO IMOBIJIOMUTH TPO 1€
KOPHUCTYBaua 3aMiCTh T'€Hepallli BUT'aJaHuX (PaKTiB.

Oxkpim TOro, apxitekrypa RAG 3abe3neuye nmpo3opicTh poOOTH CUCTEMH Ta
MOXJIMBICTh Bepu@ikaiii manux. OCKIIbKA BIANOBIAL (POPMYEThCS Ha OCHOBI
KOHKPETHUX (PparMeHTIB TEKCTy, CHUCTEMa Ma€ TEXHIYHY MOXJIMBICTh HaAaTU
MOCHJIAHHSI Ha TIEPIIIO/KEPENO, BKA3aBIIM Ha3BY JOKYMEHTA Ta CTOPIHKY. Takox 1ei
X1 T03BOJISIE 3a0€3MEeYUTH BUCOKUI PiBEHb KOH(1ICHIIIHHOCTI, OCKIJIbKH BEKTOpPHA
0a3a JTaHMX Ta MOBHA MOJEIb MOXYTh OYTH PO3TOPHYTI MOBHICTIO JIOKAJbHO, 0€3

HEOOX1THOCTI mepeavi YyTIIMBUX JaHUX Ha 30BHIIIHI CEPBEPHU.

1.4 IlocTaHoBKAa 3aaa4i JOCTiKeHHS

Ha ocHOBI mnpoBeneHOro aHamizy ICHYHOUMX TIJIXOJIB JO OpraHi3arii
1H(pOpMaLIHHOTO TOUIYKY Ta OOMEXEeHb CyYyaCHHX I'€HEpaTUBHUX MOJeENe MOKHa
copMyItOBaTH OCHOBHY HayKOBO-TE€XHIUHY 3amady poOotu. Bona momsrae y
po3po0Ili Ta MmporpamMHid peami3ailii aBTOHOMHOiI CHCTEMH I1HTEIEKTYyaJIbHOTO

aCUCTEHTA, 3JJaTHOTO BUKOHYBATH CEMAaHTUYHUIN aHaJi3 3aIUTIB YKPATHCHKOK MOBOTO
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Ta reHepyBaTh (paKTOJOTIYHO TOYHI BIATOBIJAI HA OCHOBI 3aKPUTOI KOPHOPATHUBHOI
0a3u 3HaHb YHIBEPCHUTETY.

Cnemudika npenmeTHoi obyacTi, a caMe poOoTa 3 aKaJeMIYHUMHU TEKCTaMH
(kBaumidikariiHi poOOTH, METOJIMYHI BKa31BKH ) Ta HEOOX1HICTh PO3TOPTAaHHS CHCTEMHU
B YMOBax OOMEXKEHHUX PECypcCiB, HaKJIaJa€ Psii )KOPCTKUX BUMOT JO MPOEKTOBAHOT
CUCTEMU.

OYHKITIOHATBHI BUMOTH JIO CHCTEMH:

1. TIligrpumka riGpumHoro momryky: Cuctema MOBHHHA BMITH OOpOOIATH K
dakrosoriyni 3anutu (Hanpukiag, "Xto € aekanatom ®IC?"), Tak 1 3amuTH Ha
y3arajqibHeHHs iHopMaiii (Hanpukiag, "SAki MeToau T0CHIKEHHSI BUKOPUCTOBYBaIU
CTyJleHTH y poOoTax mo AI?"). lle BuMarae moegHaHHS BEKTOPHOTO MOIIYKY JJIs
3HAXOJ/KEHHS 3MICTY Ta MOUIYKY 3a METaJaHUMHU J1s1 QUIbTpallii.

2. Pobora 3 HecTpykTypoBaHMMH NaHUMU: BXiaH1 gaHi npeacTasieHi y popmari
PDF, sikuii yacTo MICTUThH CKJIQJHY BEPCTKY, TaOMUIll Ta KOJOHTUTYIH. HeoOxigHO
peai3yBaTy aJITOPUTM, SIKUI KOPEKTHO BUITy4a€e KOPUCHHUI TEKCT Ta ITHOPYE TEXHIYHE
CMITTSI, 100 He "3a0pyIHIOBATH" BEKTOPHUI 1HJICKC.

3. Atpubymisi mxepen (Source Attribution): Kputuudoro BuUMOrorwo mis
aKaJeMI9HOTO aCHCTEHTA € MPOo30picTh. | eHepaTHBHA MOENb HE Ma€ MpaBa BUIaBaTH
1H(DopMaIrito sk aOCONOTHY ICTHHY 0e3 mocuiiaHHs Ha Jpkepeno. Cucrema MOBHHHA
NOBEPTaTH KOPHUCTYBAY€Bl CIUCOK JOKYMEHTIB (Ha3Ba, aBTOp, pIK), [kl Oyiu
BUKOPUCTaHI JUisl (pOPMyBaHHS BIAMOBI/IL.

4. MoBHa apnanraiis: BpaxoBytooun, 110 OCHOBHOIO MOBOIO KOMYHIKaIlii €
yKpaiHCbka, oOpaHa BeJMKa MOBHA MOJENIb Ta MOJeNb €MOEIIHriB MOBUHHI MaTH
BHCOKI MOKa3HUKHU PO3YMIHHS YKPaiHChKO1 MOP(OJIOTIi Ta CHHTaKCHUCY .

HedyHkiionaibHI BAMOTHY Ta TEXHIUYHI OOMEXEHHS:

KitouoBUM BUKIIMKOM J1aHOT pOOOTH € 3a0e3MeYeHHS Pale31aTHOCTI Cy4yacHUX
anmroput™MiB NLP Ha oOnamnanHi crokuByoro kiacy ("Consumer-grade hardware™).
binburicTe KoMepIiHUX pillleHb po3paxoBaHi Ha cepBepHi Bigeokaptu (A100, H100)
3 06carom mam'ati Bix 24 I'b.

Y pamKax LbOrO JOCHIKEHHS CTAaBUTHCSA 3aauya peaii3yBaTH CUCTEMY 3

HaCTyITHUMHU OOMEKCHHSIMMU:
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o OO06csr Bineonam'siti (VRAM): Cuctema noBuHHa eEeKTUBHO MpaIOBATH HA
GPU 3 o6¢csrom mam'siti 7o 6 I'b (manpuxmnan, NVIDIA GTX 1660 Ti). Ile Bumarae
BUKOPHUCTAaHHS KBaHTOBaHUX Mojeliei (Quantization) Ta ONTUMI30BAaHUX MEXaHI3MIB
yBaru.

« ABtoHOMHICTB (Privacy-first): Cucrema moBuHHa mpamroBaTH 0€3 JTOCTYITY 10
Mepexi [HTepHeT Ha erami 00poOku 3anuTiB. [lepegada TEKCTIB CTyAEHTCHKUX POOIT
Ha 30BHImMHI APl (OpenAl, Anthropic) € HenpumycTUMOO 3 TOYKHA 30Dy
KOH(1IEHITIIHOCTI.

o Uac Biaryky (Latency): Yac Bim MOMEHTY OTPUMaHHS 3alHUTy JO MOYATKY
reHeparlii BIANOBIAI HE MOBUHEH MEPEBHILYBATU ICUXOJOTIYHUN MOPIT OYIKyBaHHA
kopuctyBaua (15-20 cexynn ansa nmoBHoro mukity RAG).

JlexoMIo3uIIis 3a7a4 TOCITI I KCHHS

JInsi TOCATHEHHSI TMOCTaBJICHOI METH HEOOXiHO BUKOHATHM HACTYMHHI €Tanu
pOOIT:

1. Po3pobutu miacuctemy 300py aanux (Data Ingestion), sika 3a0e3meuyuTb
aBTOMATHU30BaHE 3aBaHTAXCHHS JIOKYMEHTIB 3 PEMO3UTOPII0 YHIBEPCUTETY Ta ix
MEPETBOPEHHS Y TEKCTOBUM (hopmar.

2. CnpoektyBati anropuT™M cemaHTH4HOi cermenTanii (Chunking), skwmii
aJanTy€eThCs 10 CTPYKTYPHU HAYKOBOTO TEKCTY, 30epirarouu IUTICHICTh a03alliB Ta
JIOT1YHMX OJIOKIB, 1110 MIHIMI3Y€ BTPATy KOHTEKCTY IIPU PO3PUBI CTOPIHOK.

3. O6rpyHTyBaTH BUOIp Ta HAJIAIITYBATH BEKTOPHY 0a3y MaHUX IJis 30epiranHs
eMOE/IIHTIB, peali3yBaBIId CXeMy METaJaHuX JJIs IMBHUAKOI (QUIbTpalii 3a poKaMmu,
(bakyibpTeTaMU Ta TUIIAMH POOIT.

4. TlpoBectu iHTErparito BigkpuToi moxeni Mistral 7B 3 Momynem momryky,
po3pobuBIIK cucteMy mnpoMmTiB (System Prompts), ska KopcTKo 0OOMexye
"TBOpUICTH" MOJEII paMKaMH 3HAHJIEHOTO KOHTEKCTY.

5. Po3pobutn nporpamumii inTepdeiic 1y B3aEMO/I1i KOPUCTYBada 3 CHCTEMOIO
Ta MPOBECTH €KCIIEPUMEHTAJILHE OIIHIOBAHHS SKOCT1 pOOOTH aCHCTEHTA Ha PeabHUX

CIICHAPISIX BUKOPUCTAHHS.
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1.5 BucHoBOK 10 mepiioro po3aiay

Y nepuiomy po3aiiai poOOTH MPOBEACHO KOMIUIEKCHUM aHaji3 mpoOiemu
iHQOpMaIITHOTO TMOIIYKY B HECTPYKTYPOBAaHMX TEKCTOBHX MAacCHBax OCBITHIX
3akyaiB. BcranoBieHo, 10 TpaauIliiiHi METOAM MOUIYKY 3a KJIIOYOBUMHU CJIOBAMHU HE
3a0€31eUyI0Th JIOCTaTHhOI PeIeBaHTHOCTI IIpU 0OpOOIli 3aMMUTIB MPUPOTHOI MOBOIO
gyepe3 mpo0IeMu CHHOHIMIT Ta MmoJticeMii.

VY xoxi ormsny cydacHuX TexHojoriii NLP oOrpyHToBaHo BHOIp apXiTEeKTypHu
Transformer Ta BEJIMKUX MOBHUX MOJEJIEH SK OCHOBU [UJIsi 1MOOYIOBU
IHTENEKTyaJIbHOTO acucTeHTa. JleranpHuid aHami3 mpoOiemu "ramonuHariin"
reHepaTUBHUX MOJIEJIeH Mmoka3aB, 1m0 BUkopucTanHs LLM y uucromy BUIIIsiAI Hece
PHU3HUKU HAJIaHHS HEJOCTOBIPHOI iH(pOpMaIlii.

SIk piteHHst oOpaHo apxitektypy Retrieval-Augmented Generation (RAG), sika
JT03BOJISIE TIOETHATH TeHEepaTUBH1 3/110HOCTI Mojiem Mistral 7B 3 TouyHiCTIO MOLTYKY Y
JIOKaJIbHIM BEeKTOPHiN 0a31 manux. Takuil miaxin 3a0e3nedye akTyaiabHICTh 3HaHb 0€3
HEOOX1THOCT1 JOHABUAHHS MOJIEJl, TapaHTy€e KOH(IACHIINHICTh JaHUX Ta J03BOJISIE
peamizyBaTu (YHKIIO MIATBEPIKCHHS BIANOBiAl mkepenamu. CdopmynboBaHi
BHMMOTH Ta 3aJ1a4i JOCIHIKEHHS € OCHOBOIO JIJISl TTO/IaJIBIIIOTO IPOEKTYBAHHS CUCTEMHU

y ApYroMy pO3JIiIi.
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2 TPOEKTYBAHHSA TA PO3POBKA APXITEKTYPU AI-ACUCTEHTA

2.1 O0rpyHTyBaHHSI BUOOPY TEXHOJIOTIYHOI0 CTEKY

[TpoexTyBaHHS 1HTENEKTyaIbHUX CHCTEM B YMOBaX OOMEXKEHHX amapaTHUX
pecypciB BUMAara€ pereabHOr0 MiAXOAY 10 BHOOPY KOMIIOHEHTIB. [ 0JIOBHUM
IH)KEeHEpHUM BHUKJIMKOM JaHOi poOOTH € 3a0e3rneueHHs] (PYHKIIIOHYBaHHS CyYacHHX
AJITOPUTMIB T€HEPATUBHOTO LITYYHOTO 1HTENEKTY Ha 00JIaJHAHHI CIIO’KUBYOTO KJIacy
(HOYTOYK 3 TpadiuHUM MPUCKOPIOBAUEM CEPEIHBOTO IIIHOBOTO CETMEHTY).

ApxiTekTypa po3poOIt0BaHOI CUCTEMH 0a3yeThCSl HA TPHOX (PYHIAMEHTAIBHUX
CKJIQJIOBUX:

1. Benuka moBHa Mogmenb (LLM)— "mo30k" cucrtemu, o BIJAMOBITAE 3a
PO3YMIHHS 3aMUTY Ta FEHEPallilo BiJIMOBI/II.

2. CepenoBunie BukoHaHHsi (Inference Engine) — nporpamua muardopma, 1o
3a0e3reuye 3aBaHTaXEHHS MOJIENIl B MaM'Th Ta ONTUMI3AI[i}0 OOUYHUCIICHb.

3. BexTtopra 06aza gaHux Ta MOJACIH €MOCHIHTIB — MOJIYJIb JIOBTOTPHUBAJIOL

naM'aTi Jiy1sl 30epiraHHs Ta CEMaHTUYHOTO TONIYKY 0 0a3i 3HaHb.

2.1.1 Anani3 Binkputux LLM: Bubip moaesi Mistral 7B

[Tpu BubGOp1 6a3oBoi moaeni (Foundation Model) st tokanbHOTO po3ropTaHHs
HEOOX1THO 3HANTH OajgaHC MK TphOMa MapaMeTpaMu: SKICTIO TeHepallii (31aTHICTh
JIOTIYHO MUCIUTH Ta JOTPUMYBATHCS IHCTPYKII), pO3MIpOM Mojedl (KUTbKICTh
napameTpiB) Ta Bumoramu Ao Binzeonam'sati (VRAM).

Ha cboronnimHii 1eHh CTaHAAPTOM JJIsI BIAKPUTUX MOJIEIICH € apXITeKTypH 3 7,
13, 30 ta 70 minssipaamu napametpis (B — billions). Jlns 3anycky moneni 6e3 BTpatu
TouHOCTI (y popmati FP16 — 16 6iT Ha Bary) HeoOxigHO ipubausHo 2 I'b Bigeonam'ari
Ha KOXKEH MUIbSIP]I TapaMeTpiB.

o Mopuens 7B Bumarae = 14 I'b VRAM.

o Mogens 13B Bumarae =~ 26 'b VRAM.
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Hassue amaparne 3a6esnedenHst (NVIDIA GeForce GTX 1660 Ti 3 6 I'b
VRAM) yHEMOXIJIMBIIIOE 3alyCK MOJENe y TMOBHOMY po3Mipi. PimeHHSIM €
BUKOPHUCTAHHS TE€XHOJIOT11 KBaHTyBaHHs (Quantization) — 3HMKEHHS PO3PSTHOCTI Bar
Helipomepexi 3 16 61T 10 4 abo 5 6it. Lle 103BoIIsIE 3BMEHIIUTH CITOKUBAHHS TaM'ATi
s mozeni 7B no 4.5-5.5 I'b, mo BKiIanaeThCcs y HaBHUU JIMIT, TP HE3HAUHOMY
(menmre 1-2%) majiiHHI SIKOCT1 reHeparti.
Cepen moxeneit kmacy 7B Oyio mpoBeeHO TMOPIBHSUTBHUM aHATI3 MPOBITHUX

pimens: Llama 2 (Meta), Falcon (TII) Ta Mistral (Mistral Al).

Tabmuug 2.1 — IopiBHsIbHA XapaKTEPUCTUKA MOJENel kinacy 7B

Kpurepiii nopiBusinnst | Llama 2 7B Falcon 7B Mistral 7B
ApXiTeKkTypa yBaru Standard Multi-Query Sliding Window +
Attention Attention GQA

JIOB:KHHA KOHTEKCTY

4096 TOKEHIB

2048 TOKeHIB

8192 TokeHun

HigTpumka Cepenns Huzbka Bucoka (Instruct
IHCTpYKIii BEpCis)
IIpogyKTHUBHICTH 45.3% 26.2% 62.5%

(MMLU)

Jlinen3is Research / | Apache 2.0 Apache 2.0

Commercial

Jns po3pobku Oyno oOpano moaens Mistral 7B Instruct v0.2. Bubip
OOTPYHTOBAaHMI HACTYITHUMU (PAKTOpaAMH:

1. ApxitektypHa nepesara: Mistral BukopuctoBye Mmexanizm Grouped-Query
Attention (GQA), sikuii 3HaYHO MPUCKOPIOE IMpoliec reHepallii Tekery (iHdepeHc) Ta
3MEHIITY€ BUMOTH JI0 MIPOMYCKHOT 3/TaTHOCTI MaM'sIT1 B1ICOKAPTH, IO € KPUTUYHUM IS
cepii GTX.

2. Kos3ne BikHO yBaru (Sliding Window Attention): L{s TexHosorisl 103BOJISAE
MOIeITi €PEKTUBHO OOPOOIISITH JOBT1 MPOMITH (10 8 TUCSY TOKEHIB), 1110 € HEOOX1THUM

st RAG-cucreMu, fie B KOHTEKCT TOJIal0ThCs BEIMKI YPUBKHU 3 MariCTepChbKUX pOOiT.
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3. Bucoka 3maTHICTH 10 y3araabHEHHS: 3TiAHO 3 CHHTETUYHHMH TECTaMHU
(MMLU, TruthfulQA), Mistral 7B nmepeBepiiye HaBiTh 3Ha4HO O1IBITY MOJIETh Llama

2 13B, neMOHCTpYIOYH Kpallli 3110HOCTI JI0 JJOTTYHOTO0 BUCHOBKY Ta pOOOTH 3 TEKCTOM.

2.1.2 3aco0m 10KaJIBbHOT0 po3ropTanus: miargpopma Ollama

Jlnis 3a6e3nedenHs B3a€MO/I1i Mi>K MOJEIUIIO Ta MPOrPaMHUM KOJIOM aCHUCTEHTa
HeoOX11HO o0paTH cepefoBUIlE BUKOHAHHS. TpaguIiiiHuil miAXif 13 BUKOPUCTaHHAM
616mi0Tex rmubokoro HaBuaHHs (PyTorch/TensorFlow) Bumarae pyyHoro kepyBaHHs
MaM'sTTIO Ta CKJIAHOro HajnamTyBaHHa cepegoBuina CUDA.

VY naniit poOoti Bukopucrano Iuiargopmy Ollama, sika 06a3yerbcst Ha
ontumizoBaHomy pyiuuii llama.cpp. Lleit BuGip 3ymMoBiIeHHIT BUKOPUCTaHHAM (hopmarty
moaeneir GGUF (GPT-Generated Unified Format) [8].

[lepeBaru gaHoro miAXoay Ajs NPOEKTYBAHHS CUCTEMU:

1. I'opuanuit indepenc (CPU+GPU Offloading): Lle knrouoBa TeXHONOTIS 1St
cucTeM 3 oOMexeHoro Bifeomam'sTTio. Ollama /103BoJIsie€ 3aBaHTAKUTH YaCTUHY II1APiB
Helpomepexi (Hampukian, 25 3 35) y Bimeonam'astb GPU, a pemty o0pobOnsitu Ha
nentpansHoMy mporiecopi (CPU) ta B onepatuBHiit nam'sti (RAM). Ile mo3Bosnsie
3aIyCTUTH MOJEJb, HaBITh SIKIIO BOHA HE TMOBHICTIO BMimryeTbes y 6 I'b VRAM,
KEPTBYIOUH JIUIIIE HE3HAYHOIO YaCTUHOIO IIBUIKOCTI.

2. Kmmient-cepBepna apxitektypa: Ollama mpamroe sk (oHOBHIA cepBic, IO
Hagae crangaptu3oBanuiit REST API. Ile 1o3Bosie 9iTKO pO3AIIUTH apXiTEKTypy Ha
"Oexenn" (reneparis TeKCTy) Ta "@poHTeH " (JIOTiKa Mporpamu, NoIlyK, iHTepdeiic),

110 BiJMOBI/Ia€ TPUHITUTIAM MIKPOCEPBICHOT apXITEKTYPH.

2.1.3 Bubip BekTOpHOI 0231 1aHUX Ta Mo/eJii eMOediHTiB

Jlist peanizanii CEMaHTUYHOTO MOLIYKY HEOOXIHO CHPOEKTYBAaTH CXOBHIIIE,

31aTHE 30epiraTi BEKTOPU BHCOKOT PO3MIPHOCTI Ta BUKOHYBATH MOIIYK HAWOIKINX

cyciniB (ANN — Approximate Nearest Neighbors).
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VY saxocti cuctemMu KepyBaHHS Oazamu gaHux oOpano ChromaDB. Ile
creriagizoBaHa BEKTOpHa 0asza JaHUX 3 BIAKPUTHM BUXITHUM KOIOM. [i romoBHOIO
nepeBaroro Haja xMmapHumu pimieHHAIMUA (Pinecone, Weaviate) Ta BaXKUMH
cepBepuumu  pimeHHsmu  (Elasticsearch, Milvus) € BOyaoBana (embedded)
apxiTeKTypa.

o baza ganux ¢yHKIIOHYE SK YacTHHA MPOIECY 3aCTOCYHKY, HE BUMararouu
OKpPEMOTr0 KOHTEMHEPA UM CEPBEPA.

o Jlani 30epiratotbcst y OiHapHOMY (hopmati Parquet jokaibHO Ha AWCKY, IO
3a0e3nedye BUCOKY IMIBUAKICTh YUTAHHS Ta 3aIUCy.

o IligTpumyeThcs posmupeHa GUIbTpalis 3a METaJaHUMH, IO JI03BOJIsIE
KOMOIHYBaTH BEKTOPHHMM TOIIYK 13 KJIACMYHUMU (PUIbTpaMH (HAMpUKIA, "3HAUTH
poOotu npo Al, ane Tunbku 3a 2024 pik").

Jlyis BekTOpH3allii TeKCcTiB 0OpaHo Mojenb paraphrase-multilingual-MiniLM-
L12-v2.

Bubip mi€i moneni NPOAUMKTOBAHUMN JIHTBICTUYHUMHM BUMOTaMU IPOEKTY.
binbiiicTh momyasipHUX MOJIENIeH eMOETIHT1B TPEHYIOTHCS Ha AHTJIOMOBHHX KOPITyCaX.
OCKIUIbKH CHCTEMa PO3POOJISIETHCS NJII  YKPATHCHKOTO YHIBEPCUTETY, KPUTHYHO
BKJIMBUM € SIKICHE B1JJOOpa)KEHHSI YKPaiHOMOBHUX TEKCTIB Y BEKTOPHOMY ITPOCTOPI.
O6pana Mopmenb miarpumye ImoHan 50 MOB 1 JIEMOHCTPYE BHCOKI TMOKa3HUKH
CEMaHTHYHOI OJU3BKOCTI JJISl CJOB'SHCHKMX MOB MPU KOMIIAKTHOMY PO3MIpi, IO

JI03BOJIsIE BAKOHYBAaTH BekTopu3aiito Ha CPU, He HaBaHTa)Kyt0uu BiJIEOKAPTY.

2.2 Po3po0Kka CTPYKTYPHOI CXeMH CHCTEeMU

st 3a0e3nedeHHs cTaOUIbHOI pPOOOTH, THYYKOCTI HajalITyBaHHS Ta
MOXJIMBOCTI MOJAJIBIIOT0 MaciITadyBaHHsS apXiTeKTypy Al-acuctenTa cCipo€ekTOBaHO
3a MPUHITUTIOM MOAYJILHOT ekoMio3uilii. CucTema pearizoBaHa siK KJIE€HT-CEPBEPHUMA
J0JIaTOK, JI€ pOJIb CEPBEPA BUKOHYE JIOKAJIbHUHN py1iid iHpepency moaenei (Ollama),
a poib KIi€HTa — po3poOiieHuid mporpamMHuil koMmiuiekc Ha Mol Python. Taka
Oprasizaifisi J03BOJIIE€ YITKO PO3MEXKYBaTH 30HY BIAMOBIAAIBHOCTI MIX JIOTIKOIO

00pOOKHU JJaHUX Ta PECYPCOMICTKMMHU OOUHCIICHHSIMU HEUPOHHOT MEPExI.
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3aranpHa CTPYKTYpa CUCTEMHU CKJIAJA€ThCS 3 YOTUPHOX JIOTIYHUX PIBHIB: PIBHS
B3a€MO/I1, piBHS Oi13HEC-JIOTIKH, PIBHS JaHUX Ta piBHA 1H(pepeHcy. PiBens B3aemoii
BIJIMOBIZA€ 3a KOMYHIKAIIIIO 3 KIHIIEBUM KOPHCTyBadeM. Y MOTOYHIN peasizallii BiH
MPEICTABICHU KOHCOJbHUM 1HTepdencom, kUil 3a0e3nedye Oe3nepepBHUN LMK
0oOpoOKM MO, MPUHMAOYM TEKCTOBI 3alMTH Ta BUBOJSYN 3TCHEPOBaHI BiJIOBIII
pa3oM 13 MOCWJIAHHAMH Ha Jikepena. Lleil Moaynib Ccipo€KTOBAaHO TaKUM YHMHOM, IO
fioro 3amiHa Ha BeO-iHTepdeiic abo Telegram-00T y MalilOyTHbOMY HE TOTpeOyBaTHUME
3MiH B OCHOBHOMY S/Ipi IIPOTpaMHu.

LleHTpabHUM €JIEMEHTOM apXITEKTYPH € PIBEHb O13HEC-JIOTIKH, IKUI BUKOHYE
posib opkecTparopa. lLleli KOMIIOHEHT Kepye TOTOKaMH JaHUX, I1HIIlaNi3ye
MIKIIOYEHHS 10 0a3u TaHuX Ta KOHTpoitoe ciieHapii RAG. BiH He BUKOHY€ BayKKHX
OoOUYHMCIIeHb CaMOCTIIHO, a JAeNerye 3ajadi CHeliaii3oBaHUM MOJYJSM: 3alUuTH Ha
MOIIYK CHPSMOBYIOTBCS O BEKTOPHOI 0a3u AaHWX, a MIATOTOBJIEHI MPOMMOTH — 0
MOBHOI Mozemi. Takui miaxia A03BOJIsiE€ 30epiraTd BUCOKY MIBHUAKOIIIO KEPYHOYOTO
CKPHIITA HABITH ITiJT YaC BUKOHAHHS CKJIATHUX TeHEPATUBHUX 3a71a4.

PiBenp gaHux opradizoBaHo 3a TiOpugHOIO cxemow. CTpyKTypoBaHa
iH(dopMarlis, TpencTaBlieHa y BUIJISII MAaTeMaTHYHUX BEKTOPIB (€eMOEMIHTIB) Ta
METaJlaHNX JOKYMEHTIB (aBTOp, PIK, (haKyIbTET), 30€piracThCcs y Creliai3oBaHiil
BekTopHIN 0a31 manux ChromaDB [10]. Bona ¢yHKIIOHYyE B pekumi BOYJIOBAHOTO
npoiiecy, 1o 3a0e3neuye MiHIMAIbHY 3aTPUMKY Ipu nouryky. IlapanensHo 3 1num
cuctema 30epirae opuriHaibHi HecTpykrypoBaHi naHi (PDF-gaiinu maricrepcbkux
po0iT) y JoKanbHIHN (aitioBiil cucteMi, 1o HEOOXiTHO NIJIs 3a0e3meueHHs Bepudikartii
BI/IMOBIZIEH Ta MOXJIMBOCTI TOBTOPHOI 1HAEKCAIIT TPH 3MiHI TapaMeTpiB MOJIEIII.

PiBens iH(epency BuHeceHo B okpemuii cepric - miardgopmy Ollama [8], sika
Hajgae cranpaptuzoBanuii REST API ana Bzaemonii 3 moxemmo Mistral 7B. Lle
apXITEeKTypHE PIIIEHHS € KPUTUYHO BAXKIUBUM [UJII CHUCTEM 3 OOMEKEHUMHU
anapatHUMH pecypcaMu. OCKUTEKH 3aBaHTAKEHHS TTapaMeTpiB MOIEII Ta 00U CIICHHS
TEH30pIB BIJI0YBAETHCS B OKPEMOMY MpOIECi, 1€ JA03BOJIsi€ €EeKTUBHIIIE KEPyBaTH
po3noautom Bimeonam'sti (VRAM) Tta onepatuBHoi mam'sati (RAM), 3amobiraroun

aBapifHOMY 3aBEPIICHHIO POOOTH OCHOBHOTO CKPHUNTA MPHU MIKOBUX HABAHTAKCHHSIX.
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OyHKIIOHYBaHHS CUCTEMH 3a0€3MMeYy€eThCS JBOMA OCHOBHUMH
iHpopMariiHumMu  notokamu. [lepmmii moTik (odriailH-pexxuM) BIAMOBITAE 3a
HANIOBHEHHS 0a3W 3HaHb: JOKYMEHTH 3aBAaHTaXXYIOTHCS 3 PETO3HTOPII0, MPOXOJSATH
nonepeaH0 00poOKy, BEKTOPU3YIOThCS Ta 30epiraroTbes B iHAEKCi. Jpyrui motik
(OHNAWH-PEKUM) AaKTUBYETHCS TPU 3alUTI KOPHUCTyBada: BXIAHHA  TEKCT
NIEPETBOPIOETHCS HA BEKTOP, CHCTEMA 3HAXOIUTh PEICBAHTHUN KOHTEKCT y 0a3i TaHuX,
dbopmye pO3IMMPEHHI TIPOMIIT Ta TIEpeIa€ HOTO HAa TeHEepaIlito, MiCIsl YOro pe3yIbTar
MTOBEPTAETHCSI KOPUCTYBaueBi. Taka opraHizailisi IpoIeCiB T03BOJISIE JOCITTH BHCOKOT
aBTOHOMHOCTI CUCTEMH Ta OE€3MEKHU JaHUX, OCKUIbKH KOJAHA 1H(hOpMAIlis HE 3aIHIIae

JIOKaJIbHUI KOHTYp 00OpOOKH.

2.3 MeToau nonepeanboi 00podku Ta ¢popmyBaHHs 6a3M 3HAHD

EdextuBHicth (yHKIIOHYBaHHS Oyab-sKOi 1H(QOpPMAIIHHOI CUCTEMH, IO
0a3yeTbCs Ha METO/IaX MAIIMHHOTO HAaBUYAHHS, 3HAXOJUTHCS Y MPSAMIii 3aJI€KHOCTI Bij
SKOCT1 BXIJTHUX JJAHUX. Y KOHTEKCTI 3a7a4 o0poOku npupoaHoi moBu (NLP) et erar,
BiJIoMUH sik monepeHst oOpoOka nanux (Data Preprocessing), gyacto 3aiimae 10 80%
yacy po3poOkHu MpoekTy. OCKUIbKM B paMKax JaHOi poOOTH OCHOBHHMM JIXKEPEIOM
3HaHb BUCTYIAIOTh HECTPYKTYPOBaHI MaCHBHU TEKCTOBOI 1H(opmartii (kBasidikariiHi
poOOTH CTYAEHTIB, METOAMYHI BKa3iBKM, HOPMAaTHBHI JIOKYMEHTH), MpOLEC iX
TpaHc(opMmallii y MalliMHHO-YUTaHUM BUTJISIT BUMArae 3aCTOCYBaHHS CIEI1ali30BaHUX
aNTOPUTMIYHHX ITiIXO/IIB.

Lleii eram € micTkOM MK "cupuMH" AaHUMH, sKI 30epiratoTbesa y ¢aiaoBiit
CUCTEMI, Ta CEMAaHTHYHHM IPOCTOPOM, Yy SKOMY ONEpye HelpoHHa Mepexa. Bin
BKitouae komruieke npouenyp ETL (Extract, Transform, Load): BumydeHHs1 TeKCTy,

HOro OYMIICHHS, HOpMaIi3allilo Ta CerMEHTAIll1o.

2.3.1 Anropurmu BuiydeHHs Tekety 3 PDF-gokymenTis

®opmar PDF (Portable Document Format), po3po6nenuii kommaniero Adobe, €

cTaHAapToM je-GpakTo Juisi OOMIHY €JIEeKTPOHHUMHU JOKYMEHTaMH B aKaJeMIYHOMY
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cepenoBuii. OaHak, 3 TexHiuHO1 ToUKkU 30py, PDF € dhopmarom BinoOpaxenus (Page
Description Language), a He ¢opmarom 30epiraHHsa JaHUX. BHYTpIimmHS CTpyKTypa
PDF-daitny sBise coboro HaOIp I1HCTPYKIINA IS BiIMaJIbOBYBaHHS rpadiqHUX
MPUMITHBIB Ta T1iiB mIpUdTIB 32 MEBHUMH KOOpAMHATAMH (X,y) Ha BIpTyaJIbHOMY
MOJIOTHI CTOPIHKH.

Taka apxiTekTypa CTBOPIO€ 3HaYH1 EPEIIKOIU ISl aBTOMATU30BAHOTO aHAI3y
TEKCTY:

1. BiacyTtHicTh ceManTu4HO1 po3miTku: Y PDF-¢aiini BincyTHi Tery, siki O 4iTKO
BKa3yBaJlY, JI¢ 3aKIHUY€ThCS 3arojOBOK 1 MOYMHAETHCS al3all, abo e 3HaXOAUThCA
NIANUC 10 pucyHKa. J[J11 KOMIT'FOTepa TEKCT BUIVISIAE K HEBIOPSAKOBAHUN HAOIp
CHUMBOJIIB 3 KOOpJIMHATaAMH.

2. [Ipobnema mopsinky untans (Reading Order): BisyanpHO TekcT Moxke OyTh
pO3MILIEHUH Yy 1Bl KOJIOHKH. [IpocTuii anroputm 3unTyBaHHA TEKCTY (''3J11Ba HAIIpaBo,
3BepXy BHHU3'") Mpu3Bele A0 NEPEMILTyBaHHS PAIKIB 3 JIIBOI Ta MPaBOi KOJOHOK, 110
MOBHICTIO PYIHYE€ 3MICT pe4eHb 1 pOOUTH X HENPUJATHUMH ISl BEKTOPH3ALILi.

3. Texuiynuit mym (Noise): AkaneMiuHi JOKYMEHTH MICTSITh TMOBTOPIOBaHI
€JIEMEHTH: KOJIOHTUTYJIHM, HyMepallil0 CTOPIHOK, HA3BH PO3JLIIB HA KOXKHIM CTOPIHIIL.
Ao i eneMeHTH MOoTpaIuvisTh y 0a3y 3HaHb, BOHM CTBOPATH '"mIymoBH (oH".
Hampuknazn, 3anut xopucTtyBaua, 1m0 MICTUTh HUGPY CTOPIHKH, MOKE BUKIHUKATH
MOMUWJIKOBE CHpPAllbOBYBAHHS MOILIYKY Y€pe3 CHIBMAJIHHS 3 HOMEpPOM CTOPIHKH B
JIOKYMEHTI.

JIyist BUpIIIEHHST O3HAYEHUX NpoOJieM y po3poO0seHiil cucTeMi BHUKOPUCTAHO
o16motexy pdfplumber, sika Hanae HU3BKOPIBHEBUI AOCTYI 10 00'ekTHOT MoJieni PDF.
Ha Bigminy Bim 3actapimmx 0i0miorex (takux sik PyPDF2), pdfplumber mosBossie
aHai3yBaTU METaJaHl KO)KHOTO CUMBOJTY, BKJIFOUAIOUH MOTO IPUPT, po3Mip Ta TOUHI
KOOpIMHATH.

Po3pobiiennii anropuT™ MapCUHTy BKITIOYAE HACTYITHI KPOKH:

1. l'eomerpuyna ¢inpTpallis: BuzHauyeHHss 30H CTOpPIHKHM, IO MICTSTh
KOJIOHTUTYNH (BepxHi Ta HIKHI 10% BHCOTH CTOPIHKH), Ta ITHOPYBAHHS TEKCTY, 110

NOTpAIUIA€ B Il 30HH.
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2. lerexuis Tabmuip: OkpeMuid aHami3 JIHIA Ta MNPSIMOKYTHHUKIB s

igeHTrdIKamii TAOJIUIHUX JaHUX, SKi TOTPeOYyIOTh crerudigHoro (opMaTyBaHHS IS
30€peKECHHS CTPYKTYPH PSAJIKIB Ta CTOBIIIIIB.

3. Hopmamizamiss (Normalization): ITicist BHIIydeHHsSI TEKCTY 3aCTOCOBYETHCS

Ha01p peryspuux BupasiB (RegEx) nns ounmmenns Tekcty Bin apTedakTiB: BUAAICHHS

Oaratopa3oBux IMpoOLTIB, 3aMiHa HEPO3PUBHUX MPOOLTIB, CKJICIOBAHHS CIIiB,

PO3ipBaHUX 3HAKOM MEPEHOCY B KIHIII PsIIKA.

2.3.2 Ctparerii cerMeHTallii TEKCTY Ta MEePEKPUTTS

HactynmHuM KpUTHYHHUM €TaroM € MiAr0TOBKa TEKCTY 70 BekTopu3ailii. CyyacHi
Mojienl TpaHcopMepiB, BKIIOUAIOYM BUKOPUCTAHY B POOOTI MOjENb €MOE/IHTIB
MiniLM Ta renepaTtuBHy Mojeinb Mistral, MaloTh apxiTeKTypHE OOMEXKEHHS Ha
noBxkuHY BXiJHOT nociigoBHOCTI (Context Window Limit). Cipoba mojgati Ha BXin
MOJIeJII TEKCT, L0 MEpPEBUIIY€E L€ JIMIT, NMPU3BOJAUTH A0 BIACIKaHHS 1H(OpMaIii
(truncation) a60 MOMMWJIOK MEPETTOBHEHHS MaM'sITi.

Kpim TexHiuHUX 00MEXKEHb, ICHYE CEeMaHTHYHA MpooIieMa "po3MUBaHHS 3MICTY"
(Semantic Dilution). BexropHe npeacTaBieHHs] TEKCTY — 1€ cIpoda CTUCHYTH 3MICT
ypyxomoro ¢parmenTa B (ikcoBaHui Habip uncen (Hanpukiajn, 384 Bumipu). SIKIo
(dparMeHT TEKCTY 3aHAJTO BEJIMKUMN (HANpUKIA, UMK PO3IUT JUIIJIOMHOI POOOTH),
BEKTOp OyJie BijoOpakaTu "ycepeaHeHy" TeMy po3/iiay, BTpayalouu JeTaal OKpeMHUX
ab63amiB. Lle 3umxkye TouHIiCTh mouryky (Precision). 3 iHmoro 6oky, 3aHaaTO Mai
dbparmeHTH (OKpeMi peueHHS ) MOXKYTh HE MaTH JJOCTATHbO KOHTEKCTY JISl MPAaBUIIBLHOT
1HTepHIpeTaIii.

Jlns  GanmaHCyBaHHST MIDK JeTaji3alliel0 Ta KOHTEKCTOM 3aCTOCOBYETHCS
nporeaypa cermentanii abo uankinry (Chunking). ¥V naniii poOoTi peasnizoBaHO
cTparerito cerMeHTallii koB3HuM BikHOM (Sliding Window Chunking).

CyTh MeTony mnonsirae y ¢opmyBaHHI (pparMeHTiB (IKCOBAHOTO PO3MIpY, SIKi
YaCTKOBO NEPEKPUBAIOTH OJUH OJIHOTO.

[TapameTpu anroputmy:
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« Window Size (L=1000): Po3mip ocHoBHOro 0JI0Ky. EKcneprMeHTanIbHO
BcTaHoBJeHO, mo 1000 cumBomiB (mpubiau3no 150-200 ciiB) 3a3BUYail BiMOBIIAIOTH
OJIHOMY-JIBOM a03a1laM TEKCTY, 10 € ONTUMAIbHOIO OJJUHUIICIO 3MICTY.

« Overlap (0=200): Po3mip mepekpurts. Ile KIIBKICTh CHMBOIIB, SIKi
TyONIOIOTHCS B KiHIII MTOMEPEAHBOr0 YaHKA Ta HA IOYATKy HACTYIHOTO.

HeoOxinnicte Bukopuctands nepekputts (Overlap) 3ymMoBiieHa TpaHUYHUM
edexktom (Boundary Effect). YsBiMoO, 1m0 BakiMBe KIIOUOBE PEYCHHS 3HAXOIUTHCS
came Ha MEXi po3puBy TeKcTy (Hampukiam, Mix 990-m ta 1010-m cumBomamu). [Ipu
MPOCTOMY PO30OUTTI 0€3 MEepPEeKpUTTS IIe peueHHs OyJie po3ipBaHe HABMUIL: MepIia
YacTUHA [TOTPAIUTh Y BEKTOP A, Apyra—y BekTop b. Y pe3ynbTaTi ceMaHTUYHUM 3MICT
pedeHHs OyJe BTpayeHo, 1 MOLIYKOBAa CHUCTEMa HE 3HaiJie KOJEH 3 LIMX BEKTOPIB.
[lepexputTsi rapantye, mo Oylb-iKka 1HQOpMaLis, SKa MNOTpAIUIsiE HA MEXy, Oyze
MOBHICTIO MNpoAyOJbOBaHA y HACTYIIHOMY 4YaHKy, 3a0€3Meuyloud HENepepBHICTh
CEMaHTUYHOTO TOJISL.

JloaTKOBO alTOPUTM CETMEHTAIlil OyJ0 BIOCKOHAJIEHO €BPHUCTUKOIO MOIIYKY
MEX pedeHb. 3aMiCTh MeXaHIYHOTO po3puBy Ha 1000-My cUMBOJII, cUCTEMa aHATI3Y€E
TEKCT y BIKHI MEPEKPUTTS Ta HAMAraeTbCs 3HAWTH HAWOMMIKYMI 3HAK MMyHKTYyarli
(kpamnKy, 3HaK NUTaHHS, 3HAK OKJIMKY). Lle no3Bomsie dopmyBaTH YaHKH, SIKI €
CHUHTAKCUYHO 3aBEpPIICHUMHU CTPYKTYpaMH, 1110 3HAYHO MOKPAIIy€e SKICTh TeHEPOBAHUX

eMOeiHriB [5].

2.4 TIpo€eKTYBAHHSA AJTOPUTMY CEMAHTUYHOIO MOUIYKY Ta reHepauii

[Iporiec nepeTBOpEeHH 3aUTy KOPUCTyBaya Ha pejieBaHTHY BilnoBias y RAG-
CUCTEMI € CKJIQJIHOK KOMITIO3HUIIIO JIBOX HE3aJICKHUX AJITOPUTMIYHUX 3ajad: 3ajadi
nomyky iHpopmauii (Information Retrieval) Tta 3agmaui renepauii Texcty (Text
Generation). EdekTuBHICTh B3a€MOJIIT IIMX KOMITOHEHTIB BH3HAUYA€ 3arajibHY SIKICTb
IHTENIEKTYaJIbHOTO aCUCTEHTa. Y [bOMY MiAPO3AUNT JE€TAIBHO PO3TISIAETHCS
MaTeMaTH4Ha MOJENb MOUIYKYy, alrOpUTMU IHAEKcallii Ta cTpaTerii KepyBaHHs

MOBEIIHKOI0 HEHPOHHOT MEpExi.
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2.4.1 MaTteMaTH4Hi OCHOBHM BEeKTOpPHU3allil TAa METPUKHU MOAIOHOCTI

B ocHoBI mijgcucTeMu momryKy JIeKUTh KoHienis Dense Retrieval (miuibHUMi
nomyk). TpamaulliiiHi TMOIIYKOBI cucTeMHu (Hampukiaa, Lucene) BHKOPHUCTOBYIOTH
po3pimkeHi BekTopu (Sparse Vectors), pO3MIpHICTb SIKUX JIOPIBHIOE PO3MIpPY CIIOBHUKA
KOpIyCcy (IeCSITKU THCSY CJiB). BUIBIIICT, 3Ha4Y€Hb y TaKWX BEKTOpax — HYJIL.
HaromicTe, Hamia cuctemMa BUKOpUCTOBYe TIutbHI BekTopu (Dense Vectors)
¢bikcoBaHOT pO3MIPHOCTI, JIe KO)KHE YUCIIO HECE CEMAaHTHYHE HAaBAaHTA)KEHHS.

[Tporiec BekTopu3arii (Embedding) BimoOpaxkae cemaHTHKy Tekcty Bd -
BUMIpHUH BekTOopHHUI mpocTip Rd. VY po3poOieHili cUCTeMi BHKOPHCTOBYETHCS
mozenb MiniLM-L12, sika ¢opmye Bektopu posmipHicTio 0=384. Ile o3Hauae, 110
3MICT OyJ1b-IKOTO PEUYEHHSI, HE3AJIEXKHO B1J1 HOr0 JOBKHUHH, KOAYETHCS MAaCUBOM 13 384
TIHACHUX YHUCE.

KitouoBUM MUTaHHSM MPU MPOEKTYBAHHI MONIYKOBOI CUCTEMH € BUOIp METPUKHU
BifcTanil (Distance Metric) — ¢dyHKIII1, 1110 BU3HAYAE CTYMIHb CXOXOCTI MIX JBOMA
BeKkTOpaMu. Po3risitHeMo OCHOBHI BapiaHTH:

1. EBkuizoBa Biactans (L,):

d(%, %) = yEL1 0 — yi)?. (2.1)

[Is1 MeTprKa BUMIpIOE HAWKOPOTIIMI HMUISX MK TOYKaMu y npocTopi. OgHaK y
OaratoBUMIpHUX TPOCTOpax (TMPOKIATTS PO3MipHOCTI) EBKIiTOBa BiJICTaHb CTa€e
Hee()EeKTUBHOIO, OCKUTHKM BOHA YYTJIMBA JJO MarHiTyu (OBXXWHU) BekTopa. JloBruii
JOKYMEHT MO>KE€ MaTH BEKTOp OLIbIIOL JOBKHWHU, HIXK KOPOTKHM 3alMT, X04a IXHIiH
3MICT 1ICHTHYHUH.

2. Cxansipauit 1o0yTok (Dot Product):

Xy = Yie1 XY (2.2)

[ls meTpuka BpaxoBye€ SIK KyT MDK BEKTOpaMH, TakK 1 iXHIO JIOBXUHY. BoHa

eeKTUBHA, ajle BUMarae HopMaJi3allii BEKTOPIB AJIs1 KOPEKTHOTO TOPIBHSHHS.
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3. KocunycHa nozai6uicts (Cosine Similarity):

q-d
Igd|

sin(q, c?) = cos(9) = (2.3)

3HavYeHHS BapilOIOTHCA BiJ -1 (MpoTHiIekHUM 3MicT) 10 1 (IIEHTHYHUN 3MICT).
Jns  TekCTOBUX eMOCHIHTIB 3HA4YeHHs 3a3BU4Yail Jexars y giama3oni [0,1].
BukopucTaHHS KOCHMHYCHOI TMOJIOHOCTI JIO3BOJIIE 3HAXOAWTH JOKYMEHTH, SIKI
CEMAHTUYHO OJIU3BbKI JO 3aMHTY, HABITh SKIIO BOHU BHKOPHUCTOBYIOTH 30BCIM IHIII

cJi0Ba a00 MalOTh Pi3HUN 0OCST TEKCTY.

gossip
1t oldy)

]
~o(q)

' j;?}\ﬁ(‘fﬂ

/
Lo

Fa

) T(d3)
1: jealous

0

Pucynok 2.1 — I'eomeTpuyHa iIHTEpIpETaLlisi KOCUHYCHOI MOAIOHOCTI

2.4.2 AnroputMmiuyna peaJizauis nomyky (HNSW)

Ockinpku 0a3a 3HaHb YHIBEPCUTETY MOXKE MICTUTH JECSATKUA THCSY BEKTOPIB
(uankiB), nmpsmuii nepebip (Linear Scan) 1 oOuMCIEHHS KOCHHYCa JUJISi KOXKHOTO
TokyMeHTa € oOuucmoBanbHO 3aTpaTHuM (O(N)). Ile mpu3BoaUTh 10 BHUCOKO1
3atpuMkH (latency), HePUITYCTUMOT JIJ1s1 A1aJIOTOBOT CHCTEMH.

Jlns BupimeHHs 11i€i mpo6iemu oOpaHa BekTopHa 0a3a ganux ChromaDB [10]

BUKOPHCTOBY€E QJITOPUTM HAOIMKEHOTO TMOIIyKYy Haiommxuux cycimie (ANN —
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Approximate Nearest Neighbors), a came HNSW (Hierarchical Navigable Small
World).

Anroputm HNSW 0Gasyetscsa Ha Teopii rpadgis "manoro csity" (Small World
Theory). HMoro crpykTypa Haramye cmmcok 3 mpomyckamu (Skip List), ame y
0araToBUMipHOMY TIPOCTOPI.

1. BararomapoBa ctpykTypa: I'pad ckiagaeTbes 3 KUIbKOX I1apiB. BepxHi mapu
MICTSITh JIUIIE HEBEJIUKY KUIbKICTh "MOBruX" 3B'SI3KIB MIXK BiAJaJCHUMH TOYKaMU
(excpec-marictpaini). HikHi mapu MICTATh IMIUIBHY MEPEXY 3B'A3KIB MIXK yciMa
CycCigaMu.

2. Hagiramis: [Tomryk moynHaeTbcs Ha BEPXHHOMY HIapi. AJNTOPUTM >KamiOHO
pyXaeTbcsi O By3ida, SKAW HaOmMkuuil 10 Bekropa 3amuTy. Kosn sokanbHHMA
MIHIMYM JIOCSTHYTO, MOIIYK "CIYCKAa€eThCsA" HA IIap HUXKYE, J1€ BIIOYBAETHCS OLIBIII
TOYHE YTOYHEHHS MO3UIII.

Takuit maxin 3ade3neuye norapudmiydy ckiagHicTs momyky O(logN), o
JO3BOJISIE 3HAXOJUTH TOI-5 pEJIeBAaHTHUX (PPAarMEHTIB cepel] MUIbMOHIB 3alUCIB 32
M1TiCeKyHIU, BUKoprcToBytouu juiie pecypcu CPU. Le € kputuunum paxtopom asis
3a0€3MeUeHHs MIBUAKOAII CUCTEeMH Ha HOYTOYyIll 0€3 BUKOPUCTAHHS MPOMHUCIOBHUX

CepBEpIB.

2.4.3 In:keHepisi NPOMITIB Ta mapaMeTpu3alisi reHepauii

OTpumaBIM pelieBaHTHI (PparMEHTH TEKCTY, CUCTEMa MEPEXOAHTHh JI0 €TaIy
reHepaiiii. Benuki moBHi moneni (LLM), Taki sik Mistral 7B, € croxacTuuyHUMH
CUCTEMaMH, TMOBEIIHKA SKUX 3HAYHOI MIPOIO 3aJICKUTh BIJ] BXITHOTO KOHTEKCTY.
Jucuuriiga, o BUBYae MeToau eekTuBHOI B3aemoii 3 LLM, Ha3uBaethcsi Prompt
Engineering.

VY poboti 3actocoBanHo crpaterito Few-Shot Contextual Learning. Mu nHe
3MmiHI0eMo Baru mojeni (Fine-Tuning), a popMyemo ii MOBENIHKY Yepe3 CTPYKTYpPY
BX1JTHOTO TIPOMIITY.

Jna moneni Mistral BukopucToByeThest crienndiuauii popmar po3MTIKH, SKAN

BKJIFOYAE CIIEIlaIbHI TOKEHU:
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o <S> —nouarok psanka (Beginning of String);
o [INST] ta [/INST] — Mexi iHCTPYKIIiT KOpHUCTYBava;
o <<SYS>> - mMmexi cucteMHOro nosigomiieHHs (System Prompt).
[Ha6yoH mpoMIiTy, peanizoBanuii y kiaci RAGSystem, cTpyKTypy HaBeIeHO Ha

Jictunry 2.1.

Jlictunr 1.1 — labmon npommTy.

<s>[INST] <<SYS>>

Tu - Al-acuctTtednT THTY. TBOA MeTa — »gornomMaraTm CTyIOeHTAaM.
[lpaBUIIa:

1. Bigmorimal BMKJIOUHO YKPAIHCBHKOK MOBOI.

2. BuxopucTory¥ TIJIbKM HaIaHMM HMXUe KOHTEKCT.

3. SAKmo KOHTEKCT He MicTuTh BimmoBinmi, kxaxm "4 He 3Haw".
<</SYS>>

KonTekcT:
[Oxepesio 1]: TexcT...
[Oxepesio 2]: TekcT...

Murauua: {query} [/INST]

OkpiM TEKCTOBHX IHCTPYKIIIHA, KEpyBaHHS TEHEPAIl€I0 3IHCHIOETHCS 4Yepes
HaOlp TrinmepnapaMeTpiB, 3HAYECHHS SKUX BUHEcCEHO Yy dain koHdIrypartii
(muB. logatok A):

1. Temperature (T=0.3): Ilapamerp, 110 KOHTPOJIOE EHTPOINIO PO3MOALTY
MoBipHOCTe. Hu3bke 3HaueHHs '"3aMopoxkye" TBOPYICTH MOAEINI, 3MYIIYIOUH ii
oOupaTu HaOUIBIN BIPOTiHI clioBa. [le MiHIMI3y€e pU3UK TatOIMHALIIN.

2. Top-P (P=0.8): Meton Nucleus Sampling. Mogenp posrasigae murie
MIHIMQJIbHY MHOXKMHY TOKEHIB, CyMapHa HMOBIpHICTh skux ckiagae 80%. Lle
JI03BOJISIE BIJICIKATH aOCYpAHI TPOIOBKEHHS TEKCTY, 30€pIratouu Mpu IbOMY JICKCUIHE
PI3HOMAHITTS.

3. Repeat Penalty (1.1): Illtpad 3a moBtOpenHs. lle 3amoGirae mpoOiemi
"3a1MKIIeHHA" , KOJIM MOJIeJIb TOUYMHAE HECKIHUEHHO I'eHEPYyBaTH OJHY U Ty XK ppaszy —
NoIMUpeHnit AeeKT HeBeIMKUX Moeneit (7B) mpu reneparlii J0Brux BiANOBIACH.

Kommnekcue BukopuctanHs anroput™My HNSW nns mBuakoro nomyky Ta

CTPYKTYPOBAHOTO MPOMITHHTY JJIsi KOHTPOJIBOBAHOI T€HEpaIlii T03BOJISIE CTBOPUTHU
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CHUCTEMY, sIKa TIOEJIHY€ BHUCOKY IIBUAKICTh peEakilii 3 akKaJeMIYHOI TOYHICTIO

BIITIOBIIIEH.

2.5 BHCHOBOK 10 IPYroro po3aiay

VY apyromy poszniiai kBanidikamiitHoi poOOTH BUPIIICHO 33Ja4y MPOEKTYBaHHS
apXITEKTypu MPOrPaMHOT0 KOMIUIEKCY 1HTEIEKTYadbHOTO aCUCTEHTA, alalTOBAHOTO
10 cuenuiYHIX YMOB €KCIUIyaTailii B YHIBEpCUTETChKOMY cepemoBuiii. Ha ocHOBI
aHami3y (QYHKIIOHAIBbHUX BHMOI Ta arapaTHUX OOMEXeHb OyJlIo po3poOiieHO
KOMILJIEKCHY METOMKY 100y 10BU JoKanbHOI RAG-cucreMu.

[To-nepiie, OOTpyHTOBAaHO BHUOIpP TEXHOJIOTIYHOTO CTEKY JUIA peajizailii
T€HEPATUBHOIO KOMIIOHEHTAa CUCTEMH. B yMOBax >KOpCTKOro JIIMITY Bijeonam'sti (6
I'b VRAM na GPU NVIDIA GeForce GTX 1660 Ti) moBeaeHO HEAOMIILHICTH
BUKOPUCTAHHS CTaHAApTHUX Mozenei posmipom 13B abo 70B. Sk onTumanbHe
pimieHHss o0paHo wmoxaens Mistral 7B Instruct 3 BukopucTaHHAM 4-01THOTO
KBaHTYBaHHS. AHaJI3 apXITEeKTYPHUX OCOOJIMBOCTEM ITi€T MOIEI1, 30KpEMa MEXaH13MiB
Grouped-Query Attention ta Sliding Window Attention, mokasas, 1110 BOHa 3a0e3meuye
HaMBHUIIY MPOJAYKTUBHICTh IHPEPEHCY Ta AKICTh PO3YMIHHS KOHTEKCTY CEpPEJ aHAJIOT1B
(Llama 2, Falcon), mo 103Bojsi€ pO3TOPHYTH CUCTEMY Ha OOJIaJIHaHHI CIOYKHWBYOTO
KJ1acy 0e3 BTpatu (pyHKIIOHAIBHOCTI. {7151 3a0e3meueHHst 13051111 00UNCITIOBAIBHUX
nporieciB  Ta edextuBHoro kepyBanHa mnaM'satTio  (CPU/GPU  Offloading)
BIIpoBapkeHo wiatdopmy Ollama sik cepenoBuIe BUKOHAHHS.

[To-gpyre, cnpoekTOBaHO MiACUCTEMY 30€peeHHsI Ta TMOIIYKYy 3HaHb, sKa
BPaxOBY€ JIHTBICTUYHI OCOOJMBOCTI mMpeaMeTHol obmacTi. BimMoBa Bij KIaCHYHOTO
MOIIYKY 3a KJIIOYOBHMH CJIOBaMH HA KOPUCTh CEMAHTHYHOTO BEKTOPHOTO IOIIYKY
peainizoBaHa 4yepe3 iHTerpaiito 6a3u gaHux ChromaDB Ta MyJabTUMOBHOI Mojeli
emOeminriB  paraphrase-multilingual-MiniLM-L12-v2. Ile pimieHHs A03BOJHAIO
MOJI0JIATH TPOOJIEMYy JIEKCHYHOTO PO3PUBY, 3a0€3MEUMBIIN PEICBAHTHHUNA MOIIYK
YKpaiHOMOBHUX JOKYMEHTIB HaBITh 32 YMOBU HECHIBIAAIHHS TEPMIHOJIOTIT y 3aMuTI

Ta jKepeni. Po3pobienuit anroputM riOpuIHOrO paHXyBaHHS JO3BOJISE JUHAMIYHO
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3MIHIOBAaTH TIPIOPUTETHICTh JKepen  (aaMiHICTpaTUBHA 1HQoOpMAaIlis MPOTH
CTYJIEHTCHKHUX JIOCJIIKEHB) 3aJIe’KHO BiJl IHTCHTY KOPHCTyBaua.

[To-Tpere, po3po0ieHO anrOpuTMiyHE 3a0€3MeUeHHs IS eTaly MonepeaHbol
0o0poOku manux (Data Ingestion). BpaxoBytouu ckiajnHy cTpykTypy BxigHux PDF-
¢aitniB, 3aPONOHOBAHO Ta TEOPETUYHO OOTPYHTOBAHO METOJ CErMEHTAllll 3 KOB3HUM
BikHOM Ta mnepekputTsaMm (Sliding Window Chunking with Overlap). Busnaueno
oNnTUMaibHI MapameTpu cermeHTanii (po3mip BikHa 1000 cumBomiB, nepekputts 200
CHUMBOJIIB), SIKI TapaHTyIOTh 30€peKEHHS CEMaHTHYHOi MLUTICHOCTI pEYeHb Ta
MIHIMI3YIOTh BTpaTy KOHTEKCTY Ha Mexax (gparMmeHtiB. Lle € kputuunum paxkropom
TS T ABUIIEHHST TouHOCTI noyky (Recall).

[To-ueTBepre, cHOPMOBAHO CTPATETII0 KEPYBaHHS MOBEIIHKOK T'€HEpPaTUBHOI
MoJielll uepes iHxkeHepito npomnTiB (Prompt Engineering). 3amMicTh peCypCHOMICTKOTO
nporiecy noHaBuaHHs (Fine-tuning) BUKOpUCTaHO MiaXi/1 KOHTEKCTHOTro HaBuaHHs (In-
Context Learning). Po3poOnena cTpykTypa CHCTEMHOrO MPOMITY, IO BKJIOYA€E
POJILOBY MO/IEJIb, HETaTUBHI OOMEXEHHS Ta )KOPCTKI MPaBUJIa IUTYBaHHS, Y TOETHAHHI
3 HU3bKOTeMIeparypHuM cemrutinrom (T=0.3), Teopetnuno 3abe3nedye MiHIMI3ZAIIIIO
piBHA "TaNMIOIMHAIIIN" Ta TapaHTye BIAMOBIIHICTh BIMOBIAEH HAJaHUM JHKEepesiaMm.

TakuMm 4MHOM, y JPYroMy pO3[UII CTBOPEHO MOBHHM apXITEKTYpHUU MPOEKT
CUCTEMHU, SKUU BHpIIIye MPOOIEeMy aBTOHOMHOIO I1HTEIEKTYaJIbHOTO TOIIYyKY Ha
JIOKaNbHUX pecypcax. TeopeTuuHi Moieni Ta alrOpUTMH, OMKUCaHI B IbOMY PO3Iii, €
OCHOBOIO JIJIsl MPOTpamMHOI peaiizallii Ta €KCHEPUMEHTAIBHOIO JOCHIKEHHS, LI0

OyAyTh IPOBEJCH] Y TPETHOMY PO3/1I1l pOOOTH.
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3 PEAJVIIBALIA TA EKCIIEPUMEHTAJIBHE JOCJI/KEHHA CUCTEMHU

3.1 Onmc nporpamMHoi peaJiizanii KOMIIOHEHTIB CHCTEMH

3.1.1 ApxiTtekTypa nporpaMHuX MOAYJIiB Ta aJIrOPUTMH 00POOKH JaHUX

[Iporpamua peamizamis cucTeMd Oa3yeTbCsi Ha MNPUHIUNAX MOIYJIBHOI
apXITEKTYPH, IO JO3BOJISE 130JIF0OBATH JIOTIKY 300py, 0OpOOKH Ta MONIYKY JaHUX. Y Ci
KOMITOHEHTH peanizoBaHi MoBoio Python 3.10 3 BHKOpHUCTaHHSIM CIIElialli30BaHUX
o10miorek mst NLP (sentence-transformers, langchain) ta po6otu 3 manumu (pandas,
beautifulsoup4).

CTpyKTypa OpO€EKTY po3/iieHa Ha JIOT14HI OJIOKU, BUX1THUM KO IKUX HABEJICHO
y BIAMOBIJHUX J0JaTKax. Po3risiHeMO AeTaibHO peanizallilo KOKHOr0 KOMIIOHEHTa
(Jomarox A).

@DyHIaMEHTOM CUCTEMH € MoAyJib config.py. Ha BigmiHy Bia >KOpCTKOro
KOJ[yBaHHS MapameTpiB y TUIl (PYHKIIIH, BCI TineprnapaMeTpyu BUHECEHO y TII00abHI
cioBHUKU. lle 103BoJis€e THYYKO KepyBaTH TMOBEIIHKOK CHUCTEMH i 4ac
EKCIIEPUMEHTIB.

daitn MICTUTH TP KIIFOUOBI KOHDITypariiiHi CTpyKTypH:

1. MODEL_CONFIG — Bu3nauae mapameTpu TeHeparii s moaeni Mistral.
3okpema, mapametp temperature: 0.3 BCTaHOBITIOE HU3bKHI PIBEHb BUMAIKOBOCTI JJIS
3abe3neueHHs (akrosoriydocTi, a num_predict: 512 oOmexye AOBXKHHY BiAMOBII
JUTsl EKOHOMIT pecypciB.

2. RAG_CONFIG — kepye eBpUCTUKOIO TIONIyKYy. TyT 3alaHO CIHUCKH
kimouoBux  cimiB - (general tntu keywords, work keywords),  ski  cucrema
BUKOPUCTOBY€E HJis Kiacudikaiii HaMIpiB KOpUCTyBaya, a TaKoX Koe(ilieHTH
3MINTYBaHHS JKEPEIL.

3. PDF_CONFIG — 3a/1ae napamMeTpu cerMeHTarlii TEKCTY
(chunk_size, chunk overlap), oOrpyHTyBaHHS SKHX HaBEEHO y APYyTrOMY PO3ILII.

Monyns scraper.py mictuth kiaac TNTUScraper, sikuit peaiizye anroputm BeO-

ckpamiary peno3utopito ELARTU. Kputnunoto ocoOMuBICTIO 111€1 peai3allii € Te, 110
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BOHa He mnpocto 3aBaHTaxye PDF-daitnu, a dopmye cTpykTypoBaHuii HaOip
MeTaJaHuX.

Ockinbku TekeT ycepenuni PDF gacTto He MICTHTBH 4ITKO BHAUICHUX IOJIB
"ABTop" ab6o "Pik", anroput™m otpumye 1i gani 3 HTML-cropinku omucy pobotu
nepen 3aBaHTAKECHHAM daiiny. st bOTO BUKOPHUCTOBYETHCS
o010ioTexa BeautifulSoup.

Y Jlicruary 3.1 HaBeneHo (¢parmeHT wMertoxy get work details, skwmii

JIEMOHCTPYE JIOTIKY MAapCUHTY TaOJIHUILll aTpUOYTIB TOKyMEHTA.

Jlictunr 3.1 — Meroa BunydenHs Mmetaganux 3 HTML-cTopinku (scraper.py)

def get work details(self, work url):
# Tuinilasiisaunldgd CJOBHMKA OJIS MeTamaHMX

details = {'url': work url, 'title': None, 'author': None,
'year': None, 'faculty': None, ...}
try:
response = self.session.get (work url, timeout=30)

soup = BeautifulSoup (response.text, 'html.parser')

# IMowyk 3arojioBka pPoBOTHU
hl = soup.find('hl")
if hl: details['title'] = hl.get text(strip=True)

# ITepaTuBHMM 00Xinm psanxkiB Tabauii 3 MeTamaHUMU
for table in soup.find all('table', class ='table'):
for row in table.find all('tr'):
cells = row.find all('td")
if len(cells) >= 2:
label = cells[0].get text(strip=True) .lower ()
value = cells[1l].get text(strip=True)

# EBpMCTMYHE CI1iBCTAaBJIEHHS IIOJI1B
if 'aBTop' in label:
details['author'] = value
elif '"mara' in label:
# BuuiyueHHs poky uepes RegEx
year match = re.search(r' (\d{4})"', value)
if year match: details|['year'] =
year match.group (1)

Takuii miaxig go3Bossie copMyBatu (aitn metadata.json, sikuil MoB'sI3ye
6e3nuki Qaitnu (Hanpukian, work 001.pdf) 3 ixaimu 616miorpadiyHUMU TaHUMHU.

Kitac PDFProcessor y daitni pdf processor.py Bianosigae 3a etan ETL (Extract,
Transform, Load).
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Meron extract text from pdf BukopucroBye 016mioTeky pdfplumber s
MOTOKOBOTO 3UUTYyBaHHs cTOpiHOK. [licis oTpuManHs "cuporo" TEKCTy BUKOHYETHCS
Horo oumineHHs MeToAoM clean text (BumajieHHs 3aiBHX IMPOOLTIB, HOpMaJi3allis
Unicode).
HaiiBaxnuBimmM aiaroputMoM y mbpoMy wmoayii € split into chunks. Bin
peaizye crpaTerito "po3yMHOro" KoB3HOTro BikHa. Ha BiiMiHy Bij MPOCTOTO PO3OUTTS
M0 KUTHKOCTI CHMBOJIB, aJlTOPUTM HAMAraeThCs 3HANTH KiHEIb peYeHHs (Kparky) B

MeXax BiKHA, 00 HE PO3PUBATH TyMKY.

Jlictuar 3.2 — Peamizamisi CcerMeHTaiii 3 KOHTPOJIEM MEX pEUYCHb

(pdf_processor.py)

def split into chunks(self, text, chunk size=None, overlap=None) :
# BaBaHTaxeHHd TapaMeTpiB 3 koHbiTy, 4KIMO He HepemaHi gBHO
if chunk size is None: chunk size = PDF CONFIG['chunk size']
chunks = []
start = 0

while start < len(text):
end = start + chunk size
chunk = text[start:end]

# EBpucCTHUKa: MOmMYyK OCTAHHBLOI Kpamnku y OPyTil MOJIOBMHI uYaHka
if end < len(text):
last period = chunk.rfind('.")
if last period > chunk size // 2:
# CxopouyeMO UaHK IO KpalKu
chunk = chunk[:last period + 1]
end = start + last period + 1

chunks.append (chunk.strip())
# 3cyB nouvaTKy HACTYIIHOT'O UaHKa Hasal Ha pos3Mip overlap
start = end - overlap

return chunks

Leli kon 3abe3neuye CEMaHTHYHY IUTICHICTH ()ParMeHTiB, IO € KPUTHUYHO
BOKJIMBUM JIS IKOCTI MOJIAJIBINOT BEKTOPH3AIlii.

Kmac VectorDatabase y ¢aitmi embeddings.py iHKamncymaroe B3aeMOAI0 3
BEKTOpHOIO 0a3010 nanux ChromaDB.

[Tpu imimiamizamii kinacy ctBoproeThest kiieHT PersistentClient, sikuit 30epirae
JlaHl Ha )KOPCTKOMY JHUCKY B aupektopii data/vector db. Ile 3a0e3neuye 30epexeHHs

1HACKCY MIX Tepe3amyCcKkaMy IporpaMu.
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Merton add works to database Bukonye nBi1 GyHKIII:

1. T'enepaniss  emOeninriB: BukopuctoBye wmozaens SentenceTransformer mos
NIEPETBOPECHHS TEKCTOBUX YaHKIB y BEKTOPH pOo3MipHICcTIO 384.

2. IH'exnis Meramanux: Pazom 13 BekTopoM y 0a3y 3amUCy€eThCA CIOBHUK
metananux (ID pobotu, aBTOD, PiK).

Ocob6nuBIcTIO peanizallii € Te, Mo 0a3a HAOBHIOETHCS JIBOMA THIIAMU JIAHHX:
cerMmeHToBanuMu PDF-gaitnamn Ta craruunHoro 06aszoro 3Hanb mnpo THTY
(tntu_info.txt), sxa oOpoOnseThcs okpemuM wMeroaoM add tntu knowledge 3
ypaxyBaHHSAM CTPYKTYpU PO3ILITIB.

Kiac RAGSystem y daiini rag system.py BIiANOBIJA€ 3a 1HTEICKTyaIbHUN
noiryk. BiH He MpocTo noBepTae HaOIMXK4U1 BEKTOPH, a peajtizye JOriKy Kiacudikarii
iHTeHTy (Intent Classification).

Meron search relevant context anamizye 3amuT KOpHCTyBada Ha HAasIBHICTh
KJIFOUOBHUX CIIIB. SIKIIO 3aITUT CTOCYETHCS 3arajibHOi iHpopMallii (Harmpukiamd, "icTopis
yHIBepcuTeTy'"), cucTeMa npiopuTe3ye JOKYMEHTH 3 Kojekuii tntu_knowledge. ko
3amuT  pociiaHunbkui - ("pobotu  cTyneHTiB"), mnpioputer Hagaerbcs PDF-

JIOKYMEHTaM.

Jlictunr 3.3 — Jlorika riOpuIHOTO paHKyBaHHs JKepe (rag_system.py)

# BusHaueHHS KaTeropll s3anuTy

query lower = query.lower ()

is general = any(w in query lower for w in
self.config['general tntu keywords'])

is work = any(w in query lower for w in
self.config['work keywords'])

# PosznmijieHHsa 3HaVIOEeHUX PEe3YyJIbTAaTiB Ha TPYNIU

tntu results = [r for r in results if r['meta']['work id'] ==
'tntu knowledge']
work results = [r for r in results if r['meta']['work id'] !=

'tntu knowledge']

# JIuHamiuHe OajlaHCyBaHHA BUIadil
if is general and not is work:
# 80% xouTekcTy 6GepemMo 13 3arajlbHMX S3HAHDb

tntu n = int(n results * self.config['tntu knowledge ratio'])
combined = tntu results[:tntu n] + work results[:(n results -
tntu n) ]

elif is work:
# 80% xoHTekcTy GepeMO 31 CTYHOEeHTCBKMX POOiT
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work n = int(n results * 0.8)
combined = work results[:work n] + tntu results[:(n results -
work n) ]

Taka apxiTekTypa I03BOJISI€ YHUKHYTH 3MIITyBaHHS KOHTEKCTIB 1 3HAYHO
MIJIBUIIY€ pesieBaHTHICTh BianoBil (Precision@K). Takosx 11ei MOy b BIAMOBIAA€E 3a
dbopmaTyBaHHS CHUCKY BHUKOPHCTAHHMX JDKEPEN, SKUH JOMA€ThCS JO BIAMOBIiI

ACHUCTCHTA.

3.1.2 Peani3auis intepdeiicy kopucTyBaya Ta KEpyBaHHS pe;KMMaMHM

BepxHiii piBeHb apXiTEKTypH CUCTEMH BIJMOBIAA€E 32 OE3MOCEPETHIO B3AEMOIII0
3 KOPUCTYBa4eM Ta KOOpAWHALl poOOoTH miajernux monayiiB. Lled ¢yHkiioHan
pearnizoBaHo y kiacax TNTUAssistant Ta Touii Bxoy main.py ([omarox A).

Peanizanis mporo piBHs 0asyerbess Ha matepHi "dacan" (Facade), nme kiac
aCUCTEHTa NPHUXOBYE BIJ KOPUCTyBauya CKJIQJHICTh BHYTPIIIHIX MPOILECIB:
1HIIIATI3AI[il0 BEKTOPHOI 0a3u, MIArOTOBKY MPOMITIB, 00poOky mommiok API Tta
(dbopmaTyBaHHS BUBOLY.

Monyns iHTerpartii 3 cepicom iHpepency. Kimac TNTUAssistant BUKOHY€ poJib
neHtpainbHoro koutposiepa (Orchestrator). Ilpu inimiamizamii exk3eMIuigpa Kiacy
B1JI0YBA€ETHCS NEPEBIPKA AOCTYNHOCTI JIokaiabHOTO cepepa Ollama. e peanizoBaHo
yepe3 TeCTOBUHM BUKIMK MeTo Ty ollama.list(). Skmio cepBic HeaoCcTymHUM (HANIPUKIIA/,
KopucTyBau 3a0yB 3anyctutd Ollama y tepmiHaii), mporpama KOPEKTHO 3aBEpUIYy€E
poOOTY 3 BUBEACHHAM 1H(HOPMATHBHOTO MOB1IOMJICHHS PO MOMMUJIKY, 1110 3a0e3euye
BIIMOBOCTIHKICTh CUCTEMH.

OcHOBHUM (PYHKIIIOHAJILHUM €JIEMEHTOM KJIacy € MeToJ1 generate response. Bin
BIJINOBIJIa€ 32 MOBHUN IUKJI OOPOOKU 3aMUTY: BiJ OTPUMAaHHS TEKCTOBOTO PsAKa 0
MOBEPHEHHS CTPYKTYPOBAHOI BIAMOBII1.

AJTropuT™M poOOTH METOAY BKJIIOYAE HACTYITHI KPOKHU:

1. [Tomryk koHTekcTy: SKmo akThuBoBaHO pexuM RAG, BHUKIMKA€ETHCA

meton search_relevant_context o6'exta RAGSystem.
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2. KonctpytoBanns mnpomnty: Ha ocHOBI 3HaiiieHHX JaHux (opMyeTbes
¢biHaNbHMI TEKCT 3amuTy A0 MOJENi, SKHM BKJIIOYAa€ CHCTEMHI IHCTPYKLIi Ta
OOMEKEHHS.

3. Bukonanuns iHdepency: 3naiiicHioeTbesi cuHXpoHHUI BUKIUK API Ollama 3
nepesavyero mapameTpiB TeHepaiii (Temmeparypa, ImTpagu 3a MOBTOPEHHS),
BU3HAYCHUX y KOHDIrypartii.

4. MOHITOPUHT MPOAYKTUBHOCTI: 32  JTOMOMOTOI0 CHCTEMHOTO Taimepa
(bikcyeThCsl Yac MOYATKy Ta 3aBEpIICHHsS TeHepallii, 10 J03BOJsE OO0YHCIIOBATH
3aTpuMKy (latency) J1st KOKHOTO 3aIUTY.

®parMeHT KOy, IO BIJMOBIJA€ 3a BUKJIMK MOJEIl Ta OOpOoOKYy BIiJIOBII,

HaBejieHo y Jlictunry 3.4.

Jlictunr 3.4 — Buknuk API Ollama ta 06poOka pe3ynbrartiB (pparmMeHT daitny

assistant.py)

def generate response(self, query, use rag=True):

# OTpuMmaHHsS KOHTekCTy (eTan Retrieval)

context data = self.rag.search relevant context (query) if
use rag else None

# ®opmyBaHHS TOBHOTO npoMmnTy (Augmentation)

user message = self.rag.build prompt (query, context data)
start time = time.time ()
try:

# ETan Generation: 3BepHEHHS OO JIOKAJILHOI Momesii
response = ollama.generate (
model=self.model name,
prompt=user message,
options={
'temperature': self.config['temperature'],
'"top p': self.config['top p'],
'repeat penalty': self.config['repeat penalty'],

'num predict': self.config['num predict']
}
)
answer = responsel'response']
gen time = time.time () - start time

# JomaBaHHSA CHOMCKY DIXxepes no Bimnominmi
if context data and context datal['sources']:
full answer = answer +
self.rag.format sources (context datal['sources'])
else:
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full answer = answer

return {'answer': full answer, 'generation time': gen time}

BaxxnmuBoro nmerayumo peanizarii € mepemada clioBHHKa options. [lapamerpu
top k Ta top p 103BOJIAIOT, TOHKO HAJAIITYBaTH '"KpEaTHUBHICTH' MoOJeNl, a
num_predict oOMeXye MaKCUMalbHy JOBXHHY  BIANOBiAl, 3amoOirarouu
NIEPETIOBHEHHIO KOHTEKCTHOTO BiKHA Ta HAJAMIPHOMY BUKOPHCTAHHIO PECYPCIB.

Intepdeiic komangHoro psinka (CLI) ta mukn oOpoOku momiit. B3aemomis 3
OIIepaTOPOM CHUCTEMH 31ICHIOEThCA Yyepe3 MoAyJ b main.py (Joaatok A). [nTepdeiic
peainizoBano y ¢popmarti REPL (Read-Eval-Print Loop) — iiukity, 110 o4ikye BBEACHHS,
00po0JIsie KOMaHAy Ta BUBOJUTH pe3yJibTar.

JUist 3a0e3neueHHs MOXJIMBOCTI MPOBEIEHHS MOPIBHAJIBHUX E€KCIIEPUMEHTIB
(A/B TectyBaHHA) y 1HTEp(EC BIPOBAKEHO MEXaHI3M 'rapsadoro" mepeMHuKaHHs
pexumiB  poOotu. KopucTyBau MoOXe [AMHAMIYHO BMHKaTH a00 BUMHUKATU
BUKOpUCTaHHA 0a3u 3HaHb (RAG) 6e3 nepe3amycky nporpamu. Lle 103BossI€ HAOUHO
MIPOJICMOHCTPYBATH PI3HUIIIO MK BIAIOBIIAMH "uncToi" Momeni Mistral (sxa cxuibpHa
710 TaJIIOLMHALIIN) Ta MOJIEN, "3a3eMJIeHO01" Ha JOKYMEHTH YHIBEPCUTETY.

O06pobka kepyrounx KOMaH/[ pealii3oBaHa Yepe3 YMOBHI KOHCTPYKIIli BCepeauHi

ocHOBHOTO UKy while, sik mokazano y Jlictunry 3.5.

Jlictuar 3.5 — OOpoOka KoMaHJ KepyBaHHS pexxumamu (pparMeHTt Qaitry

assistant.py Ta main.py)

def chat(self):
use rag = True # PexmuMm 3a 3aMOBYYyBaHHAM

while True:

query = input ("3 Tu: ") .strip()

# KoMaHOM KepyBaHHS e€KCIePUMEHTOM

if query.lower () == 'lrag off':
use rag = False
print("ll RAG BMMKHEHO (pexuMm umMcTol TeHepaunii)")
continue

if query.lower() == '!rag on':
use rag = True
print("ll RAG yBiIMKHEHO (pexuMm Imomyky)"™)
continue
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# OBpoOka CTaHOAPTHOTO 3alUTy
result = self.generate response(query, use rag=use rag)

# BuBinm pesynbTaTy 3 MeTpUKaAMU
print(f"\n‘? AcucTeHT:\n{result['answer']}")

print(f"C} Yac TeHepalil:
{result['generation time']:.2f}c")

Taxa peanizariist iHTepdeiicy BUKOHY€E MOABIHHY QyHKIIiI0. 3 0THOTO OOKY, BOHA
HaJa€ 3pY4YHUH 1HCTPYMEHT [UJIsi KIHIEBOIO KOpPHUCTyBaua (CTyJE€HTa YH
aJMiHICTpaTopa), T03BOJSIOUYM OTPUMYBATH BIANOBIAL Y 3BUYHOMY (popMarti yaty. 3
1HIIoro OOKy, HasiBHICTh TEXHIYHOTO BHBOJY (4ac reHepaiii, craryc RAG)
MIEPETBOPIOE IIPOrpamMy Ha IHCTPYMEHT JOCIIITHUKA, I03BOJISIIOUN 30MpaTH eMITIpHYHI
JlaHl TpO MPOAYKTHUBHICTH Ta SIKICTh POOOTH CHUCTEMH, IO € HEOOXIAHUM IS

MOJAJIBIIOTO aHai3y y myHkTax 3.3 ta 3.4.

3.2 ®opMyBaHHSA €eKCIIEPUMEHTAJIBHOI0 HA00PY JaHHUX

OyHIaMEHTATFHOI0  OCHOBOIO  JJIT  TPOBEACHHS  E€KCIEPHUMEHTAIBHOTO
JocmikeHHss edekTuBHOCTI po3pobsieHoi cuctemun RAG (Retrieval-Augmented
Generation) € MiArOTOBKA SKICHOTO, PENPE3EHTATUBHOTO Ta IOCTATHHOI'O 32 00CATOM
HaOopy nanux (Dataset). Y KOHTEKCTI CUCTEM I'€HEPATUBHOTO IITYYHOI'O 1HTEIEKTY,
ak1 mpanroroTh 3a npuHounoMm "In-Context Learning", skicTe BIAIOBIAI MO
3HaXOJUThCS y KOPCTKIM, JETePMIHOBAHIA 3aJ€KHOCTI BiJ SKOCTI KOHTEKCTY,
HAJIAHOTO TIICUCTEMOIO MOMTyKY. SIKIo 6a3a 3HaHb MICTUTH 3acTapily iH(opMmaIlio,
"mrym" abo HepeneBaHTHI (pparMeHTH, HaBITh HAUTIOTYXKHIITIa MOBHA MO/IENTH HE 3MOXKE
3reHepyBaTH KOPEKTHY BiAMOBiAs. Tomy eTamy (OpMyBaHHS €KCIIEPUMEHTATHHOTO
KOpmycy OyJio MPUIIIJIEHO OCOOJIMBY yBary, a caM KOpITyC OYyJI0 CIPOEKTOBAHO SK
riOpuIHy CTPYKTYpY, 110 00'€IHY€ MMOOKI BY3bKOCIIEI1aT130BaH1 TEXHIUHI 3HAHHS Ta
3arajbHy aJIMIHICTPATUBHY 1H(OpMAILiIO.

OCHOBHUM JIKEPEJIOM JJIsi HATTOBHEHHS CEMAaHTUYHOTO SI/Ipa CHCTEMH BUCTYIINUB
IHCTUTYLIMHUN  perno3uTopiii  TepHOMUIBCHKOrO  HAIllOHAJIBHOTO  TEXHIYHOIO

yHiBepcutety imeni IBana I[lymiost (ELARTU). 3a momomororo creriaiaizoBaHOTO
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IPOrpaMHOr0 MOAYJISl SCraper.py, OIMMUCAaHOTO B MOMNEPEIHbOMY MiAPO3Aiai, OyJo
pearizoBaHo npornenypy 1iipoBoro BuiydeHHs (Targeted Extraction) marictepcbkux
kBanmdikamiitHux poo6it. CtpaTeris Bii0Opy JOKYMEHTIB 0a3yBasiacsi Ha HU31l1 CYBOPHUX
KpUTEPIiB, CIPSIMOBAHUX Ha 3a0e3MeYeHHS BUCOKOT CEMAaHTHYHOI IILJIBHOCTI 1HIACKCY.

[lepmiM 1 KIIIOYOBUM KpUTEpiEM BiOOpY CTaja 4yacoBa aKTyalbHICTh. IO
CKCTIIEpUMEHTaIbHOI BHUOIpKHM OyJiu BKIIOYEHI BUKIIOYHO pPOOOTH, 3aXHINEHI
3mo0yBadamu ocBiTH y miepion 2023—2024 poxkiB. Take 0OMeKeHHS € HE BUTIAIKOBHUM,
a  wMetojojoriyHo  oOrpyHroBanuMm. Cdepa  iHPOpMAIIHHUX  TEXHOJOTIN
XapaKTepU3y€eThCs HAI3BUYAHO BUCOKOIO JUHAMIKOIO OHOBJICHHS TEPMIHOJIOTTYHOTO
anapary. PoOotu, Hammcani 5-10 pokiB TOMy, MOXYTh ONEpPYBaTH 3acTapliMMU
MOHATTSAMU, 110 TPU3BEIE 0 3HWKEHHS PEJICBAaHTHOCTI BIANMOBIIEW Ha CydyacHl
3anuTH. HaTtomicTh, poOOTH OCTaHHIX POKIB MICTATHh aKTyaldbHI TEPMIHH, TaKl SIK
"Large Language Models", "Cloud Native Architecture", "DevSecOps”, "Internet of
Things", 1m0 103BOJIsSIE MEPEBIPUTH 3IATHICTH CUCTEMH aJICKBATHO 1HTEPIPETYBATU
3aIliTH, TOB'A3aH]1 3 IEPEAOBUMHU TEXHOJIOTTYHUMHU TPECHIAMHU.

Hpyrum kputepiem crana mpodiibHa BiANOBIAHICTE. Bubipka dhopmyBanacs 3
poOIT CTyJEHTIB (DaKyJIbTeTy KOMIM'TOTEPHO-1HPOPMAIIMHUX CHUCTEM 1 MPOTrpamMHOI
imxenepii  (®IC), 3okpema cnemianbHOocTed 121 "[H)KeHepiss mpoOrpaMHOro
3abe3neueHns" Ta 122 "Komm'torepni Hayku". Lle 103BOJIMIO CTBOPUTH TOMOTECHHE
(omHOpiAHE) CEeMaHTUYHE CepeloBUIlEe, € JOKYMEHTH TIOB'sI3aHl CHIJIBHOIO
npeaMeTHO obriacTio. [ BEKTOPHOTO TMOIIYKY II€ CTBOPIOE JTOAATKOBH BUKIIHK
("Hard Negative Mining"): cucteMi CKJIajHiIIe 3HAUTH NMPABWIbHY BIAMOBib, KON
COTHI JIOKYMEHTIB MICTATh cX0xi cioBa ("anroput™m", "cucrema", "po3poOka'), HIxK
KOJIM JIOKyMEHTH HaJeXaTbh JI0 30BCIM pi3HUX raiyseil. Lle mo3Bosisie mpoTecTyBatu
po3nuibHy 3aatHIicTh (Resolution) o6paHoi Moaesni eMOeIiHTiB.

Tperim kputTepiem Oyna TeXHIYHA SKICTh BUXIAHMX QaimiB. s oOpoOku
BiIOMpayics BUKIIOYHO JOKyMeHTH y ¢opmari "Digital-born PDF" (cTBopeni
MPOrPaMHUM LIJISXOM 3 TEKCTOBUX PEIAKTOPIB), IO MICTSTh MOBHOLIHHUNA TEKCTOBUI
map. CkanoBaHi komii poOiT Ta gokymenTtH, 3axumieHi DRM (Digital Rights

Management), Oynau BHKIIOUEHI 3 HpOIECY I1HAEKcallii, 100 YHUKHYTH BHECEHHS
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MOMUJIOK ONTHYHOTO posmizHaBaHHs cuMBOB (OCR Noise), siki MOrIM O CyTTEBO
BUKPUBUTHU BEKTOPHU CIIB.

Y pesynbTari poOOTH aBTOMATH30BAHOTO CKpamepa OyJo 3aBaHTaXEHO,
Bepu(piKOBAaHO Ta TMIATOTOBJICHO 10 0O0poOKH 50 MOBHOTEKCTOBUX MAariCTEPChKUX
po6iT. Crenudika kBamidikaliiHUX pOOIT TEXHIYHOTO CHpPSIMyBaHHA Iependadae
HAsBHICTh PO3TOPHYTHX IMOSICHIOBAIbHUX 3alMCOK, IO BKIIOYAIOTH TEOPECTUYHHA
aHali3, OMHC MPOEKTYBaHHS Ta pe3yJbTaTH TecTyBaHHA. CepenHiil oOCAT OHOTO
JIOKyMEeHTa y BUO1pIIi BapitoBaBcs B Aiamas3oHi Bij 70 1o 100 cropinok dopmaty A4.

JleTasibHi KUIBKICHI XapaKTEPUCTHUKUA CPOPMOBAHOTO KOPITYCY aKaIeMIYHUX

JAaHUX, OTPUMaHI MiCJIs eTay nonepeaHboi o0poOKH, HaBeaeHo B Tadmumi 3.1.

Tabmuug 3.1 — CtaTuCTUYHI TOKA3HUKU KOPIYCY aKaJeMIYHUX JTaHUX

XapakTepucruka 3HayeHHs
KinbKicTh MpOiHIEKCOBAaHUX IOKYMEHTIB 50
3aranpHuit o0cAr (y CTOpiHKaX) ~ 4 200
3aranpHUiA 00CAT TEKCTY (Y CUMBOJIAX ) ~ 8 500 000

KinbkicTh 3renepoBaHux BeKTOpiB (uaHkiB) | 9 034

CepenHiil po3Mip OJIHOTO YaHKa 940 cumMBOJIIB

3aranbauit po3mip iHgekcy ChromaDB ~ 145 Mb

OcoOnmuBy yBary ciiJi 3BEpHYTH Ha KIJIBKICTh 3T€HEPOBAHUX TEKCTOBUX
dbparmenTiB (uaHkiB) — 9 034. [lg uudpa € 3HAYHOWO I CHUCTEM JIOKAJIBHOTO
0a3yBanHs. J{7s mopiBHSHHS, TUTIOBUI KOHTeKCT LLM (Hanmpuknan, GPT-3.5) Bmimye
omu3bko 4000 tokeHiB. Lle o3Hayae, 1o 3aragbHUI 0OCAT 3HaHB y 0asi MepeBUILYE
MO>KJIMBOCTI KOHTEKCTHOTO BIKHA MOJIEJI Y COTHI pa3iB. Lle miaTBepKy€e HEOOX1IHICTh
BUKOpUCTaHHA apXiTekTypu RAG, OCKiIbKM HEMOXIJIMBO "3romyBaTu' MOJEml BCl 111
JIaH1 HATIPsIMYy .

CTpyKTypa KOHTEHTY B OTPUMAHUX YaHKaX € HeOJHOPiAHO0. OKpiM MPUPOIHOT
MOBH (YKpaiHCHKOT Ta aHTJIHCHKOT), 3HAUHY YaCTUHY 00Csry 3aiiMaioTh (pparMeHTu
nporpamHoro koay (Python, C++, Java, JavaScript), SQL-3anutu, MaremaTudHi

dbopmynu y ¢popmari LaTeX Ta nceBgokon anroputmis. Taka reTeporeHHICTh TaHUX €
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BOXJIMBUM (DaKkTOpoM ekcrnepuMeHTy. BoHa 103BoJis€ OI[IHUTH, HACKUIBKH J100pe
Mozaenb MiniLM crnpaBisieTbes 3 BEKTOpHU3AIi€r0 TeXHIYHUX apTedakTiB. Hampukian,
Y1 3MOKE CHCTEMa 3HAUTH (pparMeHT Koay 3a 3anuToM "(PYyHKIIS A TIKITI0YeHHS
no 6a3u maHux", HaBITH SKIIO y caMOMY KOJiI Hemae cioBa "QyHkuisf", a € juiine
kio4yoBe cioBo def abo function.

JIJist yCyHEHHS NPOTaIMHU Y 3HAHHSIX MOJIET 1010 OpraHi3aliiHOl CTPYKTYpH
YHIBEPCUTETY, EKCIIEPUMEHTAIBHHI KOPITYC OYyJI0 JOMIOBHEHO APYTUM KOMIIOHEHTOM -
CTaTUYHOIO 0a3010 3arajbHUX 3HaHb. CTYAEHTCHKI pOOOTH, SIK IPABUIIO, HE MICTATh
aKTyalabHOI 1H(pOpPMAIIIl PO CKIIAJ PEKTOpaTy, aapecu KOpIyciB 4 rpadik podoTu
npuiManbHOi KoMicii. J[JIS MOKPUTTA LBOrO CHEKTPY 3amuTIB OYJIO0 CTBOPEHO
CTPYKTypOBaHHI TekcTOBUM (paitn tntu_info.txt. [npopmarisa 1 Hporo Oyina 310paHa
MeTo10M pyuHoro KypyBanHs (Manual Curation) 3 odiniiinoro Beo-caiity THTY. Lleit
¢aiin mictuth po3mideHi Osoku nanux: "lcropis”, "Crpykrypa", "KepiBHUITBO",
"Konraktn". Bukopuctanss crneriaibHUX po3AUIbHUKIB (MapKepiB) npu GopMyBaHHI
nporo (haiay J03BONWIO AJITOPUTMY CErMEHTAIlll YITKO PO3MEXYBaTH PI3HOPIJIHI
dakTH, 3ano6irarouu CUTYyalissM, Koy iHpopMailis Tpo oAuH (HaKyJIbTET 3MINTY€EThCS
3 KOHTAKTaM¥ 1HIIOTO B MEXKaxX OJIHOTO BEKTOpa.

@diHaNTbHUM €TarnoM TIJATOTOBKM JaHUX CTaja IHTerpaiisi 000X MacHuBIB
JTUHAMIYHOTO KOPIYCY HAayKOBUX POOIT Ta CTATUYHOTO JIOBIJIHUKA B €JUHUMN 1HIEKC
BekTOopHO1 0a3u ganux ChromaDB. [le 1o3Boauno cpopMyBaT €IMHUIA TOMIYKOBUN
MPOCTIp, A€ 3aMUTU KOPUCTYBadya 0OpOOISIOTHCA YHIBEPCAIBHO, HE3AJIEAKHO B1J] TOTO,
YU CTOCYIOThCSI BOHU TJIMOOKHMX TEXHIYHHMX JeTajeil peainizailii HeHpoMepex, 4u
po3Kiaay N3BIHKIB B yHiBepcuTeTi. Takuit oOcsar manux (moHas 9000 BEekTOpiB) €
JIOCTaTHIM HaBaHTXKECHHSIM JUTsl iepeBIpky mBUAKO A1 anroputMmy HNSW Ha minboBiit
anapartHiil mardopmi.

[Tepefinemo 10 METOIMKH MPOBEACHHS TECTYBaHHS CUCTEMHU Ta BUKOPHUCTAHUX

METPHK OIIHKH.



55

3.3 MeToauka npoBeJleHHS TECTYBAHHSI TA METPUKH OLIHKHU

3.3.1 XapakTepucTUKH TeCTOBOI0 CepelloBHINA Ta iHCTpPyMeHTapii

MOHITOPUHTY

Oco6nMBICTIO AaHOT pOOOTH € Opi€HTalls Ha PO3TOPTaHHS BEIMKUX MOBHHX
MoJIeJIel B yMOBax oOMexeHHX oOumcioBabHUX pecypciB (Resource-Constrained
Environments). Ha BigMiHy Bii XMapHUX DIIICHb, 1€ BUKOPUCTOBYIOTHCS KJIacTepH
rpadiuanx npuckoproBadiB kiacy NVIDIA A100/H100 3 o6csiroM Bijgeonam'siTi Bij
40 T'b, noKanbHUI ACUCTEHT YHIBEPCUTETY Ma€ (PYHKIIOHYBAaTH Ha CTaHIAPTHOMY
oOnajHaHHI, JOCTYIMHOMY Ha Kadeapi abo y Bukianada. Takui MiAXiJl J03BOJIAE
YHUKHYTH 3aJI€KHOCTI Bl JOPOTrOBapTICHUX MiANMCOK Ha xmapHi API ta rapantye
NOBHY KOH(IIEHUIWHICTh OOpPOOKM JaHWX, OCKUIBKM 4YyTJIMBa 1H(poOpMalis 31
CTYJICHTCHKUX POOIT HIKOJIM HE 3aJIUIIA€E JTIOKATLHUN IEPUMETP MEPEKI.

ExcniepumenTtanbsHe JOCIIIKEHHS MIPOBOIAIIOCA Ha MOO1IBbHIN
oOuucmroBanpHi ctaHmii (HoytOymi) ASUS TUF Gaming FX505DU. J[lana
wiathopma € penpeseHTatuBHUM mpukiagoMm  "Consumer-grade hardware”
(oOnamHaHHS CMIOKUBYOTO Kiacy). Bubip miei miardopmu 103BOJIsSIE€ OLIHUTH PEATbHY
MPOIYyKTUBHICTH cucteMu y ciieHapii "Edge Al", konmu oOpoOka nanux BinOyBaeThCs
0e3nocepeIHbO Ha MPUCTPOI KiHIIEBOTO KOPUCTYyBava.

KirouoBum oomexyrounm paxropom (Bottleneck) y naniit koudirypariii € oocsir
Bineonam'sati y 6 I'b. Ctrannaptaa moaens Mistral 7B y dpopmati FP16 3aiimae 6:1m3bk0
15 I'b nam'sati. Tomy 17151 IPOBEICHHSI €KCIIEPUMEHTY OYJIO BUKOPUCTAHO MOJCHb Y
dopmari GGUF 3 4-6itTHum kBaHTyBaHHSIM (mistral-7b-instruct-v0.2.Q4_K_M.gguf),
ska 3aiimae npubausHo 4.1 I'b. 1e 3anumae 61u3pko 1.9 I'b 17151 KOHTEKCTHOTO BiKHA
(Context Window) Ta onepartiiiaux notped rpadignoro intepdercy.

JleTanpHI TEXHIYHI XapaKTEPUCTUKH amapaTHOi TUIAaTGOpMU HABEIEHO B

tabmui 3.2.
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Ta6muig 3.2 — AnlapatHa KoH}Iryparlisi TECTOBOT'O CTeHIa

Komnonent | Mogeasn / XapakrepucTuka Poab B cucremi
Hentpansuuii | AMD Ryzen 7 3750H (4 | Bigmosinae 3a poboty
npoiecop bi3uyHl  sAapa, 8 TMOTOKIB, | omepaliiiHoi CHUCTEMH,
(CPU) yacrora 2.3-4.0 GHz) BUKOHaHHA  Python-ckpumnris,

IPETIPOLIECHHT TEKCTY Ta pOOOTY
BEKTOPHOT 0a3u JTaHUX
(ChromaDB).
I'padiunnii NVIDIA GeForce GTX 1660 | OcHoBHuii OOYHUCITIOBATTLHUN
npuckopoBauy | Ti  (Apxitektypa Turing, | By30i JUTSI iH(pepeHcy
(GPU) 1536 CUDA-szep) HeHpoMepexi. Bukonye
MaTpUYHI MHOXXEHHS TIiJi Yac
reHeparlii TOKEHiB.
Bineonam'ssitb | 6 GB GDDRG6 Kputnunuit  pecypc. Bwinrye
(VRAM) KBaHTOBaHI Baru mozeini Mistral
7B ta KV-kem kontekcry. O0csr
6 I'b € mexoBUM ISl 3amycKy
Mozenen 7B.
OnepaTuBHa 16 GB DDR4-2400 30epirae 3aBaHTaXXEHI
nam'sitb JTOKYMEHTH, BEKTOPHI 1HJICKCH Ta
(RAM) IIapu MOJIENI, sIKi HEe BMiCTHIIHCS
y VRAM (Offloading).
HaxonnuyBau | NVMe SSD 512 GB 3a0e3neuye MIBUKE 3UUTYBaHHS

PDF-daiinis Ta goctyn no 0a3u
nanux ChromaDB (MinimMizaris

I/O 3atpumox).

[Iporpamue cepenoBuille EKCIEPUMEHTY PO3TOPHYTO Ha 0a3i omepariitHoi

cuctemu Windows 10.

3a0e31eYeHHS

Jlst

BIITBOPIOBAHOCTI ~ PE3yJIbTATIB

BUKOPHUCTAHO (h1KCOBaHI1 Bepcii 610,110TeK Ta ApaiiBepiB.
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Ta6muis 3.3 — [Iporpamue 3a0e3nedeHHs Ta Bepcii 610110TeK

IIporpamuuii koMmnoHnenT | Bepcis IIpuzHayeHHus

Python 3.12.0 | OcHoOBHE cepeoBUIIEe BUKOHAHHS KOTY.

Ollama 0.1.28 | CepBep iH(pepeHCy nisi 3allycKy MOJENi
Mistral. Biamosinae 3a PO3MOLIT

naBantaxxenusa Mk CPU ta GPU.

ChromaDB 0.4.x | Bexropna CYBJI nuist 30epiranHs Ta NOLIyKy

eMOEIIHTIB.

Sentence-Transformers 25X | bibmioreka nmns  TeHeparii BEKTOPHUX
IPEJCTaBICHb TEKCTY.

NVIDIA Driver 551.x | 3abesneuye miaTpumky CUDA 12.x mis

AIllapaTHOT'O IIPUCKOPCHHA.

[HCTpyMEHTapiii MOHITOPUHTY:

Hust  300py  TeleMeTpUYHUX ~ JTaHUX M 4Yac  poOOTH  CUCTEMU
BUKOPUCTOBYBAJIMCS SIK BOyZOBaH1 3aco0M omepariiiiHoi CUCTeMH, Tak 1 MporpamHi
npodaiinepu:

1. YacoBi MeTpuku: 3aMiprOBaHHSI 4acy BUKOHAHHS OKPEMHUX €TamiB (IOMIYK,
reHeparis) 3MIIACHIOBAJIOCA 3a JIOTIOMOTO10 Moy time y Python
(bynxis perf_counter() aas BECOKOT TOUHOCTI).

2. CnoxxuBaHHs pecypciB: MoniTopunr 3aBaHTaxkeHHs GPU, BukopucTtaHHs
VRAM Tta Temmeparypu sapa 3aificHroBaBcs depe3 yrtwiity nvidia-smi (NVIDIA
System Management Interface), sika onuTyBanacs 3 IHTEpBaJIOM B 1 CeKyHy.

3. 3aranbHe HaBaHTakeHHs: Bukopuctanus CPU ta RAM koHTpomtoBanocs
yepe3 "lucnerdep 3apnanp” (Task Manager) Ta 6i6mioreky psutil.

Taka xoH(irypailisi TECTOBOTO CEPEIOBHUIINA TO3BOJISIE HE JIMINE TEPEBIPUTH
MPUHIIMIIOBY Mpale3IaTHICTh AJITOPUTMIB, aJie i OLIHUTHU "»KUTTE3IATHICTD" CUCTEMU
B pEAIbHUX YMOBAaX €KCIUTyaTallli Ha TUIIOBOMY CTYJIEHTChKOMY a00 BUKJIAAAllbKOMY

HOYTOYTII.
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3.3.2 BuzHayeHHsI MeTPUK NMPOAYKTUBHOCTI TAa SIKOCTI

OuiHtoBaHHS  €(PEKTUBHOCTI CHUCTEM IITY4YHOTO  1HTEJICKTY BHMarae
OaraToBUMIpHOTO MiaXoay. Ha BiaMiHy Bij KIaCHYHUX JAETEPMIHOBAHUX aJITOPUTMIB,
ne pesyaptar € abo '"BipuuMm", abo "HeBipHuM" (OiHapHa OlLiiHKa), poOoTa
reHepaTUBHUX MOJIENICH OILIHIOETHCS SK 32 TEXHIYHUMU MapaMmeTrpaMu (IIBUAKOIIS,
PECYpPCOEMHICTB), TaK 1 3a CyO'€KTHBHOIO SKICTIO 3T€HEPOBAHOTO TEKCTY
(3MICTOBHICTb, (DaKTOJOTIUHICTB).

JUi 1aHoro JOCTIIKEHHS OyJ10 BU3HAYEHO HACTYIHY CUCTEMY METPHK.

1. Metpuku npoayktuHocTi (Performance Metrics)

[ls rpyna moka3HHUKIB XapaKTepu3ye amapaTHy €()EeKTHBHICTb peani30BaHOIO
TIPOTOTHUITY. IX BUMIpIOBaHHS 3/iMCHIOETHCS ABTOMATUYHO MPOTPAMHMMH 3ac00aMu
i Yac BUKOHAHHS CKPUIITA.

 3araipHa 3atpumMka Bignosiai (Total Latency, Ttotal): Yac, mo npoxomuTs
B1Jl MOMEHTY HaTHCKaHHS Kiain Enter kopucTyBaueM 10 MOSIBU MEPLUIOTO CUMBOIY

BignoBimi. Llel MoKa3HUK CKIaAaeThCS 3 IBOX KOMIIOHCHTIB:

Ttotal = Tretrieval + Tgeneration’ (31)

1€ Tretrievar — Yac, BUTPAYEHWM Ha BEKTOPHU3AIIIO0 3alUTy Ta IMOMYK Y
ChromaDB (3assu4ait <0.5¢), a Tyenerqtion — 4aC pOOOTH HEWPOMEPEXKI.

o IlIBunkicte reneparnii (Generation Speed): BumiptoeTbcs y TokeHax Ha
cekyHay (tok/s). Lleit moka3zHUK JeMOHCTpYye oOuncIoBalbHy noTyxHicTh GPU. Jlns
KOM(OPTHOr0 YMTAHHS B pEaJbHOMY 4Yaci MIBUAKICTb Ma€ OyTH HE MEHUIIOI 3a
HIBU/IKICTh YNTAHHS JHOAUHO0 (pubim3no 5—10 tok/s).

o IlikoBe cmoxuBanHs VRAM (VRAM Usage): MakcumanbHuii  00CsT
BiJIeonaM'sATi, 3JTy4eHHI i 9ac poo6oTu. KpuTuaHMI OKA3HUK TSI TTATBEPHKEHHS
MOXJIMBOCTI 3aIyCKy Ha Kaptax 3 6 I'b mam'siTi.

2. Metpuxku sixkocti reHepartii (Quality Metrics)



59

OcCK1IbKM aBTOMaTHU4HI METPUKU ISl OIIHKK TekcTy (Taki sk BLEU a6o
ROUGE) norano kopemomoTh 3 (akTHUHOIO TpaBWIBHICTIO BiamoBige y RAG-
cucremax, 0yso oopano meroj ekcreptHoi oniHku (Human Evaluation).

TectyBanHs TpoBOIUTHCA Ha HaOopi 3 20 KOHTPOJBHUX 3alUTaHb Pi3HOI
ckiaagHocTi. KokHa BIMOBIIF CHCTEMH OIIHIOETHCS OIEPATOPOM 3a MIKAJIOIO

peneBaHTHOCTI (Tabumuis 3.4).

Tabmus 3.4 — Ilkana oniHOBAaHHS SIKOCTI BIAITOBIAEH

Ouninka | Kareropis Omnuc kpurepiro
2 0aim | Touna BianoBinps moBHa, (aKTOJOTIYHO BipHA, Oa3yeThCcs Ha
(Correct) 3HaWJIECHOMY KOHTEKCTi. [I)kepena BKa3aHi KOPEKTHO.
1 6axa YacTkoBa BignoBigp 3aramom BipHa, ajie HEMOBHa, a00 MiCTUTh
(Partial) HE3Ha4HI HETOYHOCTI. KOHTEKCT BHKOPHCTAHO, aje He
MOBHICTIO.

0 6axiB | [lomunkoBa / | BinnmoBias He BIAMOBIAAE 3aMUTAHHIO, MICTUTh (haKTUYHI
["amronuHalis | moMUIKH (BUTadaHl IMEHa, aTH) a00 MOJIENIh BiAIIOBIAA€E

"SI ne 3Har0", ko iHoOpMaIlig € B 6asi.

Oxkpemo pospaxoByeTbest mokazHUK RAG Accuracy Gain — npupict TOYHOCTI

IIPY BUKOPHUCTaHH1 023U 3HaHb MOPIBHSIHO 3 "TOJ0I0" MOACILIIO:

Scoregpag—Scorepgse

AAccurac = - 100%. (3.2)

Scoreggse

Taka wmeTomuka J03BOJIIE KOMIUIEKCHO  OINIHUTH, YW  BHUIPABIOBYE
BukopucTanHsa RAG BuTpadeHi 00UHCIIOBaIbHI PECYPCH.
[Tepeiinemo n0 aHamizy MPOIYKTUBHOCTI Ta MOTpeOd B pecypcax po3poOaeHOi

CHCTCMU.
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3.4 AHaJji3 NpoAYKTHBHOCTI Ta PECYpPCOMICTKOCTI CCTeMHU

3.4.1 Nocaixkenns: cnoxuBanHsa Bineonam'sati (VRAM) Ta epekTUBHOCTI

KBaHTYBaHHSA

Hai61iab111 KpUTHIHUM PECYPCOM IS JIOKATLHOTO 3amycky LLM e Bigeomam'sTh
rpadiuHoro npuckoproBaya. TectoBa miuatdopma ocHamieHa BineokapToro NVIDIA
GeForce GTX 1660 Ti 3 o6csarom nam'siti 6 I'b.

VY XoAd1 eKCnepruMeHTY OPIBHIOBAIIMCS TEOPETUYHI BUMOru mojeni Mistral 7B 3
peaTbHUMU TTOKA3HUKAMU CIIOKUBAHHS IT1]T 4ac 1H(PEPEHcCy.

CrannaptHa mozgenb Mistral 7B BukopucroBye napametpu Tounocti FP16 (16
01T abo 2 OaiiTu Ha mapameTp). TeopeTuuHuit oOcsr mam'siTi JUIst HET PO3PaxOBYETHCS

K

Mppig = 7+10° -2 bytes =~ 14 GB. (3.3)

Takuii 06csT 3Ha4HO TIEpEeBUIITYE (HI3UYHI MOKIIMBOCTI HAsIBHOI BiJIEOKAPTH.
JUist BupilieHHs 1i€i npoOiieMu y poOOTI BUKOPUCTAHO MeTof 4-O0ITHOTO

kBaHTyBaHHs (GGUF Q4 K M). TeopeTnunuii po3mip KBAaHTOBAHOI MOJENI:

M;yrs = 7 - 10° - 0.5 bytes + Metadata =~ 3.8 GB. (3.4)

ITin vac 3amycky cuctemu uepe3 miaatdopmy Ollama Oyno 3adikcoBaHo
HACTYITHUHN PO3MOJALT MaM'sTi:

1. Cratuune cnoxuBanHs (Model Weights): Onpa3sy micis 3aBaHTa)KeHHS
mozeni cnoxkuBaHHs VRAM 3pocno no 4.1 I'b. e miarBepmxye, 1Mo BCl LIapu
HEHpOMEpEeXkKl YCHIIIHO 3aBaHTAKUIIMCS Yy MIBUAKY BiJI€ONaM'siTh, YHUKHYBILIU
MOBLJILHOTO OOMIHY JaHUMHU 3 onepaTuBHOIO mam'sTTio (RAM).

2. lunamiune cnoxuBanHs (KV Cache): [1in wac renepamii BiaoBil,

ocobmuBo npu BuKopuctaHHi RAG (koau B KoHTEKCT noaaetsest 6mms3pko 2000-3000
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TOKEHIB 13 3HalICHUX JOKYMEHTIB), CITIOKMBaHHS MaM'siT1 3pocTalio JogaTkoBo Ha 0.5—

1.2 Thb.

BUKOPHMCTAHHA BHAINEHOT NamM ATi rpagiyHero np:

BMKOPHCTAHHA CNiNBHOT Nam ATi rpadiuHoro opa BMKOPUWCTaHHA BUAINEHOT Nam'aTi
rpadiuHoro npouecopa

BukopucraHHa BuaineHa nam'ate rpadiuHoro npouecopa
100% 5,0/6,0 Tb

Mam'ATb rpadiuHOro Npouecopa CniabHa Nam'ATb rpadiuHoro npouecopa

s 1, device 0, function 0

5,1/1 3,9 b 0,1/7,9 I'b 3 aHa ‘ 6nagHanHa: 178 Mb

Temnepa a rpadiuHoro npouecopa

66 °C

Pucynok 3.1 — Monitopusr 3aBantaxkenHst GPU nig yac reneparii

3aranpHe mikoBe HaBaHTa)keHHS HA VRAM cknaso 5.3 I'b, mo cranoButh 88%
BIJl JOCTYIHOTo 00csry. Lle cBimuuTh mpo Te, mo oOpaHa CTpaTeris KBaHTyBaHHS €
ONTUMAJIbHOIO: BOHA MAaKCUMaJIbHO BUKOPHUCTOBYE JIOCTYIIHMM pecypc, He
BUKJIMKatoun noMuiiok Out Of Memory (OOM).

Takox Oys0 mpoaHani30BaHO HABaHTAXEHHS Ha 1eHTpaibHul mpoiecop (CPU
Ryzen 7 3750H). Ilix yac da3u nomyky (Retrieval) y 6a31 ChromaDB naBanTaxeHHs
KopoTko4yacHO 3poctasio 10 40-50% (BekTopu3zailisi 3amuTty), npote mig yac ¢azu
redepaiiii (Generation) CPU BUKOHYBaB JiHIlIe TOMOMIKHY POJib, 1 HABAHTAKCHHS HE

nepeBuuryBaio 15-20%. Lle niaTBepaxye eheKTUBHICTh EPEHECEHHS] 0OUMCIIEHb HA

GPU.

3.4.2 Ouinka yacoBux 3atpuMok (Latency) Ta miBUaKOCTi renepauii

3 Touku 30py kopuctyBaua (User Experience), HaliBaXXJIMBIIIUM TAPAMETPOM €
4yac OYIKyBaHHs BIAMOBiI. 3araiibHa 3aTpUMKa CUCTEMH (Tyetrievqr) CKIANAETHCS 3
uacy nomyky KoHTeKCTY (Tgeneration)-

JIns OLIHKM IUX mapameTpiB OyJio mpoBeaeHo cepito 3 20 TeCTOBUX 3aluTIB

pi3HO1 NOoBXUHH. Pe3ynbpTatu ycepeaHeHo Ta 3Be€AeHO B Tabmuiio 3.5.



62

Ta6muis 3.5 — YacoBi XapakTepUCTUKH POOOTH CUCTEMHU

Eran o0podxu | Cepenniii | YacTka Bij IIpumitkn
yac (¢) |3arajJbHOro
yacy
BexTopuzanis 0.15c¢ ~1-2% Bukopucranns anroputmy HNSW
3alUTy TAa MOIIYK y ChromaDB 3a6e3neuye MuTTeBUiA
(Retrieval) noiyk HaBiTh cepex 9000 BeKTOPIB.
O06pobka 0.8 ¢c ~5-8% Yac nHa "mpouwTaHHA" MOIEIUTIO
npomnry (Prompt 3HAWJEHOTO  KOHTEKCTYy  Hepen
Processing) IIOYAaTKOM BIATOBIII.
I'enepanis 8.5 -12.0 | ~90% 3anexxuTh BiJl JOBXKWHU BIAMIOBIII.
BigmoBixi Cc
(Generation)
3aranpHuii 4ac | ~10.5c 100% KoM@opTHuii yac ovikyBaHHS IJid
(T total) JiaJIOTOBOI CUCTEMH.

[IBuakicte reHeparlii TokeHiB (Token Generation Rate) Ha rTpadiuHOMy

nporiecopi GTX 1660 Ti ckinana B cepeqabomy 25-30 TokeHiB Ha cekyHay. Lle 3HauHO

NIEPEBUIIY€E MBUAKICTh YUTAHHS CEPEIHBOCTATUCTUYHOT o uHH (10AaTOK B).

BaxxnmuBuMm crioctepeskeHHAM € Te, 10 9ac MOMYKY (Tretriepqr) 3AUTHIIAETHCS

cTabubHO HU3BKUM (<0.2 C) 1 HE 3aJeKUTh BiJ CKJIAJAHOCTI 3allUTaHHS, a JHUIIE BIJI

po3mipy 0a3u nanux. EkcTpanosisiiist pe3yJibTarTiB MOKa3ye, 0 HaBITh P 301IbIIIEHH1

6a3u pooiTy 10 pasiB (10 500 poOiT), yac MONIYKy HE MEPEBUIIUTD | CEKYHY 3aBISIKA

aorapudMiuHii ckiagHocTi anroputMy HNSW.

HarowmicTe, yac reHeparlii JJiHIHHO 3aJeKUTh BiJl JTOBXKHHU O0a)KaHOI BiIMOBIII.

[Ipu obmexenni num_predict: 512 (mapamerp y KoH]irypariii) MaKkCUMaabHUN 4Yac

OUlKyBaHHS He nepeBullye 15-20 cexyHa, 0 € MIPUIHATHUM MOKA3HUKOM ISl CUCTEM

KOHCYJIBTAI[IITHOTO THUILY.
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3.5 IlopiBHsAILHUIT aHAJI3 siKOCTI BianoBiaei (A/B TectyBanHs)

3.5.1 MeToaoJiorisi NMOPiBHAJIBLHOTO aHaJizy Ta JOCTiTIKeHHA

(pakTo/I0riYHOI TOUYHOCTI

KitouoBUM eTanoMm eKCHepUMEHTAJIbHOTO JIOCHIIKEHHS cTajla Bepudikailis
rinoTe3u mpo Te, 110 1HTerpallis 30BHIIIHKOI BEKTOpHO1 0a3u 3HaHb (Knowledge Base)
3 TEHEPATUBHOIO MOJICJUTIO 3/]JaTHA KOMIIEHCYBATU BIACYTHICTh Y MOJENI aKTyaJbHHUX
3HaHb MpO MpeaMeTHy oobsactb. [ns mporo Oyno 3acrocoBaHo Meronuky A/B
TECTyBaHHS, AKa MOoJiAraia y MOpiBHAHHI BIAMOBIAEH CUCTEMHU Ha 1IEHTUYHI 3alUTH Y
JIBOX JlaMeTpaibHO MPOTHIICKHHUX PEKUMaX (PyHKIIOHYBaHHS.

[lepunii pexuM, ymoBHO mo3HaueHuil sik «Baseline» (ba3oBuii piBeHb),
nependayaB BUMKHEHHs Moaynsi RAG (lrag off). ¥V ubomy crenapii cucrema
NOKJIaJanacs BUKJIIOUYHO Ha MapaMeTpU4Hy nam'sTh Helipomepexi Mistral 7B — To0To
Ha 3HaHHS, K1 OyJIM 3aKJIaJIeH] y ii Barosl KOe(ILi€HTH MiJ Yac €Taiy MonepeIHboro
HaBuaHHs (Pre-training) Ta iHCTpykTHBHOTO aoHaBuaHHs (Fine-tuning). Ockuibku
HaBYAJIbHUN JlaTaceT MOJIENl CKJIAJaBCs 3 3arajlbHOJAOCTYNHUX JaHUX I1HTEPHETY
ctaHoM Ha 2023 pik 1 He MICTUB BHYTpilHbOI HokymeHTauii THTY, ueit pexum
CJIyT'yBaB KOHTPOJBHOIO TPYIOO JJIS BUSIBJICHHS "UMCTUX" MOMXJIMBOCTEH MOJIENI.

Hpyruii pexxum, «RAG Enhanced» (Posmupenuii koHTEKCTOM), nepeadaydan
aKTUBALIII0 MTOBHOTO TEXHOJOT1YHOro cTeky (!rag on). Y mpomy ciieHapii BMUKaBCS
MEXaHI3M CEMaHTHMYHOTO MOUIYKY: 3alMT KOPUCTyBaya BEKTOPU3YBAaBCs, CHCTEMa
3HaXoJujia peJlieBaHTHI 4YaHKu cepen S50 MaricTepchkux poOIT Ta JOBITHUKA
YHIBEPCUTETY, (popMyBaia pO3MUPEHUN TMPOMIIT 1 JIMIIE MICIS I[OTO BHUKOHYBaJa
reHepalio.

[lepma cepist excrnepuMeHTIB Oyia c(hoKycoBaHAa Ha BHSBJICHHI Ta aHami3i
dbenomMeny «(PakTOJOTTYHHUX TATIOIUHALIIN» TTPU 00pOoOIll aIMIHICTPATUBHUX 3aITUTIB.
[le XpUTHYHUN acCHeKT A YHIBEPCUTETCHKOTO ACUCTEHTa, OCKIIbKU HaJaHHS
HEeJOCTOBIpHOT 1H(OpMaLii MpPO KEPIBHUUTBO, KOHTAKTH UM TpPaBUia BCTYMy €

HEIPUITY CTUMUM.
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PesynbpTaTt TectyBaHHs y pekumi Baseline miaTBepauiau, 1m0 WMOBIPHICHI
MoelTi 6€3 JOCTYITY 10 30BHIIIHIX JDKEPEI CXUITbHI 10 KoH(paoymsaiii. Hanpukman, Ha
3amut "XTO € naekaHoMm (dakynerery DIC?", Mozenbp 3reHepyBajia TpaMaTUYHO
Oe3oraHHy, ajge 3MICTOBHO XHMOHY BIJIITOBiJb, BKa3aBIIM BuUrajaHe mpizuile. Lle
MOSICHIOETBCS TUM, IO MOJIEIh HAMAara€ThCs MIHIMI3yBaTH E€HTPOIII0 HACTYITHOTO
TOKEHa, MiA0Mparoyu HaHO1IbII BIPOT1/IHI CJIOBAa Y KOHTEKCTI "AekaH", "yHiBepcuTeT",
"(hakynpTeT", HE MalOYU NPHU I[LOMY MEXaHI3MY NEPEBIPKH ICTUHHOCTI (DaKTy.

Hatomicte mepemukanusi y pexum RAG Enhanced kapamHampHO 3MIHUIO
MOBEIHKY CHUCTEMHU. 3aBASKU TOMY, 1[0 MEXaHI3M IONIYKY IMONEPEIHbO BUTSITHYB
iH(popmariio 3 (dainy tntu_info.txt, 1€ MICTUTbCA aKTyaJbHUN IITAaTHUWA PO3MUC, Y
KOHTEKCTHE BIKHO MOJIENl TOTpanuB (PparMeHT 13 TOYHHM TPI3BUILEM JIEKaHa.
[HCTpYKIIIT CUCTEMHOTO MPOMIITY 3MYCHJIM MOJIEIb ITHOPYBATH BIACHI1 IPUITYLIEHHS 1
c(hopMyJIIOBaTH BIJINOBIb BUKIIOYHO HA OCHOBI 3HaiiieHoro Tekcry. [loxuoka (Error
Rate) y ubomy pexumi ckiana 0% aiis Beix 3anuTiB, iHGopmarltis npo siki Oyia HasiBHA
y 0a3i 3HaHb.

3anum: Aki mosu npocpamysanus cmyoeHmu 8UKOpUCmMo8yoms Havvacmiuie?

& ACUCTeHT:
CTaHOM Ha [aHuid yac, CTYAEeHTH THTY HaHuacTile BMKOPUCTOBYWTL Taki MOBM mporpaMmyBaHHa: Java, C++, Python Ta Javascr
ipt. Ua ingopmauia 6a3yeTbcA Ha aHani3i pobit, Aki bynu npeAcTaBneHi MiA Yac y4acTl Y pi3HMX KOHKYpCaxX Ta HAYKOBMX
KoHpepeHLiAX.

Ixepeno: https://tntu.ua/news/2019/06/13/students-of-the-tnuu-took-part-in-the-international-olympiad-on-informatic
s/

https: //tntu.ua/news/20208/05/27/students-of -the-tnuu-became-winners-of -the-international -olympiad-on-informatics/

Puc 3.2 — Bignosiae 0e3 RAG

& ACMCTeHT:
CTyneHTH THTY HaWyacTiwe BUKOPUCTOBYWTL MOBM NporpamyBaHHA Python Ta C/CH++ anA pisHux npoekTti..

Ixepeno 1 noBigomnAe, wo AnA po3pobknm CMCTEMM MOHITOPMHIY JAOMeHIB cTyneHTM obpanu moey Python uepes II npocToTy CMH
TaKcucy, FHYUYKiTb Ha pi3HoMaHiTHUX ¢peiimBopkax. [xepeno 2 cTBepokye, wo HinbWicTb CTyAeHTCbKMX NpoekTiB 3 ToT BUKOp
UCTOBYWTb C/CH abo Ix BaplaHTWM, OCKiNbKM BOHM € HaWMOMyNAPHiUMMM TWMaMM MOB Ha KOHTpo/iepax. [xepeno 3 nosipomnae,
wo Python € kpaww Bubopom AnA cucTeMu MOHITOpMHIY Ta peecTpauil AOMEHHMX iMEH Yepez #oro NpocToTy BUBYeHHA Ta bara

abo ix BapiaHTW, OCKiNbKM BOHM € HAWMOMyNApHiWWMMM TWMaMM MOB Ha KOHTponepax. [xepeno 3 noeigomnae, wo Python € kpa
uvm BubopoM ANA cUCTEMM MOHITOPMHIY Ta peecTpauil AomeHHWX iMeH uyepe3 Horo MpocToTy BMBYEHHA Ta baratwit Habip iHcTp
yMeHTiB.

Ixepeno 6 cTeeppxye, wo Python ipeansHo nigxopuTe AnA po3pobkm pi3HOMAHITHMX AOAATKIB, BK/KYawqM Beb-caiTh, Haykoei
obuncneHHA, aBToMaTM3alil, aHanis faHMX Ta WTYYHWA iHTenekT. [pxepeno 7 nosigomnae, wo Python e mosow anA 6isHecy T
a [OCNifgHULEKMX 2acTocyBaHe B obnacTi obpobku npupogHol moew.

Ixepeno 8 cTBepmkye, wo AnA baratbox iHumx moB bynu pospobneHi cneuiansHi 6ibnioTexku-obropTkm ana Toro, wob moxHa 6
YN0 KOPUCTYBAaTUCA MOXMBOCTAMM OpenCV, fAKa HanucaHa moBamu C 1 C++. AK moBy po3pobiku Heobxignux dyHkuii, knacie Ta
anroputMie obpaHo Python.

Bignoeiab: CTyAeHTM THTY HaivacTiwe BMKOPMCTOBYWTbL MOBW nporpamyBaHHA Python Ta C/C++ AnA pisHux npoekTis.

Puc 3.3 — Bignosins 3 RAG
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3.5.2 AHani3 KOHTeKCTHOI oOi3HaHocTi Ta iHTerpajbHa OWIHKA

epexTUBHOCTI

Hpyruii eran ekcriepuMeHTy OyB CIIpSIMOBAaHUN Ha OLIHKY 3/IaTHOCTI CUCTEMHU
BUKOHYBATH CKJIQJHI aHANITHYHI 3aBJaHHS, [0 BUMAaraloTh CHHTE3y iHopmarii 3
Oaratbox JKepesl. B gKOCTI TeCTOBOro MOMIrOHY BHKOPUCTOBYBaBCs Kopmyc i3 50
MariCTepCchbKux poOIT. 3aBAaHHSA TOJATANIO HE TPOCTO y TOMYyKy (akTty, a B
y3arajgbHEHHI IOCBily CTYyAEHTIB (Hampukias, "SAki TexHoaorii MoO1ThbHOT po3poOKU
JTOMIHYIOTh y poboTax 2025 poky?").

VY pexumi 6e3 kontekcty (Baseline) monens mpoaeMoHCTpyBaja 3AaTHICTh
reHepyBaTu JIMIIE 3arajbHl OTJIAMOBI BiAmoBimi. Hampukinan, BoHa mepemnidyBaia
nonyJisipHi y ¢BiTi TexHousorii (React Native, Flutter, Swift), mo € moriuaum 3 Touku
30py INI00AJIBHOI CTATUCTUKH, aJle HE B110Opakae creu@iKy HaBYaIbHOrO MPOIIECY B
THTY. Taka BiilIOBIIb Ma€ HU3bKY IIIHHICTD JIJI1 KOPUCTYBAua, SKUU IIIKABUTHCS CaMe
JIOCBIJIOM TONEPEAHUKIB Y IbOMY YHIBEPCUTETI.

AxTtuBariiia pexxumy RAG no3Bosmia cuctemi BUKOHATH "TIuOOKe 3aHypeHHs"
B JaHl. AJITOPUTM MOUIYKYy ineHTU(iKyBaB dparMeHTH po3auiiB "OOIpyHTyBaHHS
BUOOPY 3aco0iB" 3 KUIBKOX pi3HUX poOIT. HallBaKIUBIIIMM JOCSATHEHHSIM TYT €
aTpuOyIIisl JHKEPEIl: CUCTeMa He MPOCTO KOHCTaTyBasia (akT, a Hajiajua MoCUJIaHHs Ha
KOHKPETH1 JJOKYMEHTH, 110 T03BOJIsIE KOPUCTYyBaueBi BepudikyBatu iHhOpMaIliio.

AHani3 IHTErpajJbHUX TOKA3HUKIB 3aCBIIYUB, 110 BUKOPHCTAHHS TEXHOJIOT1i
RAG migBuiye 3aranbHy (akTONOTIYHY TOYHICTH cuctemMu 3 15% (piBeHb
BUIMAJKOBOIO BrajlyBaHHs i cnenudiyaux nanux) g0 96%. PiBeHb KpUTHYHUX
NOMUJIOK (raJIrfoluHaNii) 3Hu3UBCs 3 65% 10 4%, Npu4yoMy 3aIMIIKOBI HOMUJIKH OyiH
NOB'sA3aHi 3 BIICYTHICTIO 1H(OpMarllii y 6a3i, a He 3 XHMOHOO reHepaiiieto. Lle no3Bose
3pOOMTH BHUCHOBOK TIPO TMOBHY NPHUAATHICTb pPO3pOOJEHOI apXITEKTypu s
BUKOPUCTAHHSA B SIKOCT1 KOHCYJIbTAIlIMHOTO ACUCTEHTA B OCBITHBOMY CEPEIOBHIII.

Jns  dopmamizamii pe3ynbTaTiB  JOCTIHKEHHS OyJi0 TPOBEACHO 3BEACHY
CTaTUCTUYHY OIIHKY Ha BuOipui 3 30 pi3HOMIAHOBUX 3amuTIiB. Pesynbratn

MOPIBHSJILHOTO aHaji3y HaBeneHo y Talmwuii 3.6.
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Tabmuis 3.6 — 3BeieHa oIliHKa SIKOCT1 reHepailii Bianosiaei (A/B TectyBaHHs)

Tun 3anury Hpuxnan SAxicTe Baseline SAxicte RAG
3aNUTaHHSA (RAG Off) Enhanced (RAG
On)
AaminicTpaTuBHuil | XTO Hwusbka (0/2). | Bucoka (2/2). Touna
3aBilyBay [amronmuars. BIAIIOBIAL 3TITHO 3
kadenpu [13? | Buragane mnpizpuiie | 6a3010 JTaHUX.
abo BiIMOBa
BIJIITOBIJATH.
JloricTuunmid e Husbka (0/2). | Bucoka (2/2). Touna
3HaXOAWThCS | Buramama aapeca Ha | aapeca 3 MOCHIaAHHSIM
2-ii Kopmyc? | OCHOBI  3arajbHUX | Ha JIOBIJTHUK.
Ha3B BYJIUIIb.
AHATITUHIHUI Sk temu | Cepenus (1/2). | Bucoka (272).
JOCIIJKYIOTh | 3aranbHl (pa3u mpo | [lepenik KOHKpEeTHUX
CTyZEHTH? aKTyalbHl TPEHIU B | TEM 3 pEalbHUX POOIT
IT. (10T, Blockchain,
Al).
Texniunuii Sk Bucoka (2/2). | Bucoka (2/2).
nigKmounTd | Mogens 3Hae 1me 31| Mojenb  JIOMOBHIOE
010;110TeKy CBOTO HABYAHHS | 3HAHHS NPUKJIATAMU 3
PyTorch? (3arayibHi 3HaHHS). pOOIT CTY/ICHTIB.

3.6 BUCHOBOK /10 TPETHOI0 PO3IiTy

Y TperboMmy po3aim KBamidikaiiiHoi poOOTH HABEACHO JETaTbHUN OIHC

MPOTPaMHOI peatizallii TPOTOTUITY IHTEJIEKTYyaJIbHOTO aCUCTEHTa Ta METOJAUKUA HOTO

TecTyBaHHA. OMMCAaHO MOYJIbHY apXiTEKTYpy MPOrPaMHOTO KOMILJIEKCY, peali30BaHy

MoBow Python, sika 3abe3neuye epekTHBHY B3a€MOJIIF0 KOMIIOHEHTIB 300py JaHUX,

BekTOpHOro cxoBuia ChromaDB Ta nokanbHOi MOBHOI Mojeni Mistral uepes

cepenosuiie Ollama.
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CdopMOBaHO EKCIEpUMEHTAIbHUNA KOpIyC JaHuX, M0 BkiIwoudae 50
KBai(iKaIIfHUX MaricTepchbKUX poOOIT Ta CTPYKTypoBaHy 0a3y 3HaHb IIPO
YHIBEPCUTET, 3aradbHuM o0csrom moHaa 9000 BeKTOpU30BaHMX (PpParMeHTIB.
JlocnimpkeHo TOKa3HMKU TPOJAYKTHBHOCTI CHCTEMH Ha arapaTtHii rmiargopmi 3
oomexxennmu pecypcamu (GPU 6 GB VRAM) Tta miarBepmxeHO e(EKTHBHICTH
METOJly KBaHTYBaHHS JIJIsl 3a0€3M€UCHHS CTa01IbHOTO 1HPEPEHCY.

[lonano omuc 0OUMCITIOBATBHOTO €KCIEpUMEHTY y (opmati A/B TecTyBaHHS,
pe3yNbTaTH SKOTO JIOBEJH, IO BHUKOpUCTaHHS TexHouorii RAG miaBumrye
(bhakToJIOTIYHY TOYHICTb BinoBizen 3 15% 1o 96% Ta MiHIMI3y€e piBEHb raltoI[MHAIIIMA
MO/IeJI1, IEPETBOPIOIOYH ii Ha HAAIHHUM IHCTPYMEHT Il KOHCYJIbTAIIHHOT T ATPUMKH

B YHIBEPCUTETCHKOMY CEPEIOBHIIL.
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4 OXOPOHA IPAIII TA BE3IIEKA B HAJI3BUUYAMHUX CUTYAIIAX

4.1 BuMoru eproHoMikm /10 oprasizauii po6ouyoro micus oneparopa IK

Tema kBamidikariiinoi poO6OTH OCBITHBROTO piBHSA «MaricTp» mpuCBSUYEHA
JTOCITIKeHHI0 Ta po3po0diri Al-acucteHTa Ha ocHOBI Mojieni Mistral st cepegoBuiia
yHiBepcuTeTy. OCKUIBKH TPOIEC MPOEKTYBAaHHS, HAMUCAHHS MPOTPAMHOTO KOIY,
TEeCTyBaHHS HEHWpOMEpeKeBHX Mojeel Ta HamamTyBaHHS RAG-apxiTektypu OyB
MOB’SI3aHUM 13 JIOBFOTPUBAIUM IepeOyBaHHSIM PO3poOHUKa y (piKCOBaHIM poOouiii
Mo31 Ta 3HAYHUM 30POBUM HABAHTAXEHHSM, BUHUKJIA HEOOXIAHICTH MiHIMIi3allii
HEraTUBHOTO BIUIMBY BUpOOHUYMX (hakTopiB. Jlo Takux (hakTOpiB HaJIEkKATh CTATHUHE
HAaBaHTAKCHHS Ha OTIOPHO-PYXOBUH amapar, epeHanpyKeHHs 30pOBOT0 aHaJIi3aTopa,
a TakoX ncuxodizionoriuauii crpec. Tomy B poOOTI pO3IIISIHYTO BUMOTH €PrOHOMIKA
710 opraHizailii poboyoro micis onepatopa [1K, BUKOHaHHS KUX CTano 000B'I3KOBOIO
YMOBOIO J1J1s1 32a0€3I1eUEHHSI OXOPOHH Ipalll Ta BUCOKOT €PEKTUBHOCTI IHTEIEKTYaIbHOT
TISUTBHOCTI.

Opranizaigiss  poO0O4YOro MicIsl KOPHUCTyBada KOMIT'IOTEpU30BAaHUX 3aco0iB
3MIMCHEHA BIANOBIJHO J0 YWMHHOTO Hakazy MIHICTEpCTBA COLIAJIBHOI TMOMITHKA
VYkpainu No 207 «Bumoru mo Oe3mekud Ta 3aXMCTy 370pOB’Sl MPAIIBHUKIB TiJ] Yac
pobotu 3 exkpanHumu npuctposmu» (HITAOIT 0.00-7.15-18) [17]. BiamosigHo 10
IIOTO JOKYMEHTa, po0OYe MICIIE CIPOEKTOBAHO SIK EPrOHOMIYHY CHCTEMY, IO
BpPaxOBY€ aHTPOIIOMETPHYHI, (H1310JIOT14HI Ta ICUXOJIOTT4YHI OCOOIUBOCTI JIFOAMHH.

ITpocTopoBa opranizaiiisi Ta IjaHyBaHHs podoyoro miciig. [Tnoma, mo BuaiieHa
JUIsL OJHOTO pobouoro wicisg 3 Bigeoguctuieitanm  tepminamom (BIT) ab6o
nepcoHaabHuM Komi'totepoM (I1K), cranoBuTh He MeHIIe 6,0 M?, a 00'eM — HE MeHIIIe
20,0 m*. Taka kyOarypa 3abesnedye HOCTaTHI OOMIH TIOBITPS Ta PO3CIFOBAHHS
TEIUIOBUILIIEHD Bl TEXHIKH.

PoGoui wmicus po3sTaiioBaHi TakUM YHWHOM, II00 BiJACTaHb MDK OIYHUMH
MOBEPXHSIMH BiJICOMOHITOPIB CTAaHOBWJIA HE MeHIe 1,2 M, a BIACTaHb MK THJIBHOIO
MTOBEPXHEI0 OJHOTO MOHITOPA Ta €KPaHOM IHIIOTO — He MeHIre 2,5 M. Ie 3a6e3neunsio

3aXMUCT TMpaliBHUKA BIJ BIUIUBY €JIEKTPOMArHITHUX BUIPOMIHIOBaHb CYMIKHOT
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TexHiKu. KoHCTpyKIlis pobodoro micusl nepeadadae BIIbHUM AOCTYII JI1 TEXHIYHOTO
oOciTyroByBaHHs1 00JlaIHaHHS, @ TAKOXK MOKJIMBICTh €BakKyarllil y pa3i HaJ3BUYAHOT
cuTyallii (IMUpUHA MPOXO/IiB CTAHOBUTH He MeHiIie 1,0 m) [18].

Epronomiuni Bumoru m0 po6odoro crony. KoHCTpykilisi poGodoro croiry
3a0e3neyy€e MOXKIUBICTh ONTHMAIBLHOTO PO3MIIIEHHS nepudepiiHuX MpPUCTPOiB Ta
JIOKyMEHTAIIli B 30H1 JJOCSHKHOCTI MOTOPHOTO TIOJISL OIIepaTopa.

o I'eomerpuuni mapamerpu. Bucora po604oi MOBEpXHI CTOMY CTaHOBUTH
725 MM (BUKOPHUCTAHO CTII 3 HEPEryJbOBAaHOI BHCOTOI0), IO BIJINOBIIAE
CTaHJAapTHUM BuUMoram. Po3mipu ctinbHUIN: mHpuHa — 1400 Mm, riinbuna — 800 MM.

o Ilpoctip mns mir. [ig cTuIbHMIIEIO TIepe0aueHO BUIBHUN MPOCTIP AJs HIT 3
TaKUMH napameTpamu: Bucota — 600 mm, mmpuna — 500 MM, riOruHa HA PiBHI KOMIH
— 450 MM, a Ha piBHI BUTSATHYTO1 HOTH — 650 MM.

o IlimcraBka mia Hir. Pobode miciie 001agHaHEe MIICTABKOIO JUIS HIT, OCKIJIBKH
1€ HeOOX1THO JIJIs1 HaJ(IMHOT OTIOPH HIT TIPH pallioHaIbHINA BUCOTI cuiHHA. [lifcTaBka
Mae mupuHy 300 MM, rmnOuny 400 MM, peryiaroBaHHs MO BUCOTI B Mexax /10 150 mm
Ta KyT Haxuiy onopHoi noBepxHi 20°. [ToBepxHs MmiacTaBKU BUKOHAHA pUQIICHOIO Ta
Mae OOPTHK BHCOTOIO 10 MM.

Bumoru 1o pobdodoro kpicna

st 3abe3nedeHHss (Pi31070TIYHO paIiOHATbHOT poOOYOi TMO3U, sKa HE
MEPENIKO/IKAE KPOBOOOITY Ta TUXaHHIO, BUKOPUCTAHO MIIHOMHO-TIOBOPOTHE KPiCIIO.
Horo KoHCTpyKist 3a6e3meuye miATpUMKy KOPITYCY JTIOIMHH B 3pyYHOMY TTOJNIOKEHH.
OCHOBHI XapaKTePUCTUKH 00PaHOTO Kpiciia BKIH04aoTh [17]:

— Tunm KOHCTPYKIIi: KpicIO Ma€ M'ATUIIPOMEHEBY OIOpPY 3 POJIMKAMH IS
CTIHKOCTI Ta MOOLJTEHOCTI.

— CuniHHS: Ma€ perysaroBaHHs BUCOTH B Aiana3zoHi 400-550 MM, KyTa Haxuiy
Briepen a0 15° 1 Hazan no 5°. TloBepxHs CUAIHHS € HaIiBM KO, 3 3a0KPYTJICHUM
MEePETHIM Kpaem, o0 He MepekKuMaTH CYJIMHU CTETOH.

— CnuHKa: Mae peryJjiroBaHHs KyTa Haxwiy B Mexax 30° (BIZHOCHO
BEPTHUKAJIBHOTO TIOJIOKEHHS) Ta PEryJIIOBaHHS BIJACTaHI CIUHKHU BiJ IEPEIHHOTO KPaKo
cumiaas  (260—400 wmwm). 3abe3neyeHo HASBHICTH EPrOHOMIYHOTO BUTHHY, IO

BIJIMOBIIa€ TIOTIEPEKOBOMY JIOPI03Y XpeOTa.
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— ITiTOKITHUKY: BUKOPUCTAHO ISl 3HATTS HAMIPYTH 3 TJIEYOBOTO MOSCY, BOHU
€ peryibp0BaHMMH 3a BHCOTOIO Haj cumiaasIM (230 + 30 MM) Ta MarOTh JOBXHHY HE
MeHie 250 Mmm.

Posminiennst 3aco6iB BigoOpaxkeHHs iHpopwMmariii (MoHiTopa). BimeoMoHiTOp €
KTIOYOBMM €JIEMEHTOM B3a€MOJii B cHcTeMi. VOro po3TamyBaHHS BHKIIOUYAE
B11I0JIMCKH B1J] BIKOH Ta CBITHJILHUKIB. EXpaH MOHITOpa po3TaiioBaHo Ha BijactaHi 650
MM BiJ] 04eil kopucTyBaya (rpu gomyctumiit mexi 600—700 mm).

LlenTp ekpaHa 3HAXOIUTHCS HIDKYE TOPU3OHTANBHOI JiHII mormsay Ha 15-20°
(onrrumanbHa 30Ha — BiJ 0 1o 30° HMKYe JIiHIT TOPU30HTY), 110 3a0e3Meuye MPUPOoIHE
MOJIOKEHHSI IMi Ta 3MEHIIy€e HaBaHTaKEHHS Ha ouHi M's3u. [lnmommHa expaHa
BCTAHOBJICHA MEPIIEHIUKYIISIPHO 10 HOpMalIbHOI JiHiT norsny. Kopmyc MoHiTOpa Ta
KJIaBlaTypa MaloTh MaTOBY MOBEpxHIO 3 Koedimientom Bigourts 0,4-0,6 s
3ano0iraHHs 3acIUIIOI0YUM B1AOIUCKAM.

Bumorn no 3aco0iB BBemeHHs iH(opMmamii Ta poOOTH 3 JOKYMEHTaMH
Knagiatypy po3minieHo Ha MOBepxH1 cToiy Ha BiacTani 200 MM B Kparo, 3BEpPHEHOTO
0 KopucTtyBada. Lleli mpocTip BUKOPUCTOBYEThCS K oropa s pyK. Kyt Haxumy
KJIaBlaTypHu CTaHOBUTH 10°.

VY npoiieci po3poOKu mporpaMHOro 3a0e3MeueHHs] BUHUKaIa MoTpeda BBOAUTH
JIaHl 3 TarepoBUX HOCIiB. st 11boT0 poboUe Micie 00J1aIHaHe MIOMTPOM (TpUMadeM
NOKyMeHTIB). [TromiTp BCTaHOBIEHO Y BEPTUKAIbHIN MIIOMIMHI OPYY 3 EKPAHOM Ha Tiii
camiii BUCOTI Ta BIACTaH1 BiJ o4eil, mo il MOHITOp. Lle 103BOMMIO YHUKHYTH YacTUX
nepeaianTailiii 30py (akoMozariii) mpu nepeBeAeHH] MOTIsAy 3 Manepy Ha eKpaH, 110
3HaYHO 3HHU3HJIO 30POBY BTOMY.

JloTpuMaHHS KOMIUIEKCY 3a3HAYCHHX E€ProOHOMIYHUX BHUMOT TIPH OpraHizaiii
po0O0YOro Micls J103BOJUIO 30€perT Mpane3aTHICTh pO3pOOHUKA TPOTIATOM yChOTO
pobouoro mHs, 3amoOIrTH PO3BUTKY MNpodeciiiHUX 3aXBOPIOBaHb (OCTEOXOHIIPO3,
MIOTIis, KapradbHUN TYHEJIBHUA CHUHIIPOM) Ta 3a0€3MeYNTH BUCOKY MPOIYKTHUBHICTD

npaitli npu poOOTI HaJl MariCTEPChKOIO TUCEPTALIIETO.
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4.2 3abe3neueHHs Oe3MeKH KUTTEAILIIbHOCTI pu podoTi 3 [IK

Tema kBamidikaiiitHoi poOOTH OCBITHBOTO piBHA «Marictp» NIpHUCBIYCHA
JTOCITIKeHHI0 Ta po3po0diri Al-acucteHTa Ha ocHOBI Mojieni Mistral st cepegoBuiia
yHiBepcuteTy. OCKIIBKM TPOIeC MPOEKTyBaHHS, HAMUCAHHS IMPOTPAMHOTO KOy,
TEeCTyBaHHs HEWpoMepekeBUX Mojiened Ta HamamTyBaHHS RAG-apxiTexktypu OyB
MOB’SI3aHUI 13 JOBrOTPUBAIUM TepeOyBaHHSIM pO3poOHHUKA y (ikcoBaHIN poOouiit
Mo31 Ta 3HAYHMM 30POBHM HaBaHTAXCHHSM, BHHHMKJIA HEOOXIAHICTH MiHIMi3allii
HEraTUBHOTO BIUIMBY IIKIJIMBUX BUPOOHWYMX QaktopiB. [Jo Takux daxropis
HaJIeXKaTh CTAaTUYHE HABAHTAXKEHHS HAa OMOPHO-PYXOBUI amapaTt, MmepeHanpyKeHHs
30pOBOr0 aHaji3aropa, a Takoxk IMcuxodizionoriyunuii crtpec. Tomy B pobOTI
pPO3IIIAHYTO Ta BpPaxOBaHO BUMOTM E€PrOHOMIKM JO oOprasizamii poO04oro Micus
onepatopa [IK, BUKOHaHHS SKHUX CTano OOOB'I3KOBOIO YMOBOIO Uil 3a0e3MeueHHs
OXOPOHHU TIpalli Ta BUCOKOI €PEKTUBHOCTI IHTENEKTYaIbHOI IISITEHOCTI.

Opranizaifiss pob04Oro MicCIli KOpPUCTyBadya KOMITIOTEPU30BaHUX 3acO0IB
3MICHEHA BIAMOBIJHO JO YWHHOTO Hakazy MiHICTepCTBAa COLIAIBHOI TMOMITHKA
VYkpainun No 207 «Bumoru mo Oe3mekud Ta 3aXMCTy 370pOB’Sl MPAIIBHUKIB TiJ] Yac
pobotu 3 exkpanaumu npuctposmu» (HITAOIT 0.00-7.15-18) [17]. BiamosigHo 10
I[OTO JOKYMEHTa, poOoYe MICIIE CIPOEKTOBAHO SIK €PrOHOMIYHY CHCTEMY, IO
BpPaxOBY€ aHTPONOMETPUYHI, (D1310JIOTTUHI Ta MCHUXOJIOTIYHI OCOOJMBOCTI JIFOJAMHH.
Enexktpobe3neka sk ocHOBa  MNpO(QUIAKTHKM  HAA3BUYAHHUX  CHUTyalld
binpmiicte HaA3BUYAWHUX CHUTYalll y KOMI'IOTEPHUX JabopaTopisx Ta o(diCHHX
NPUMILICHHSX BUHUKAIOTh Yyepe3 MopyuieHHs npaBui enekrpodesneku. Cyyachi 1K
Hajexarh 70 enektpoyctaHoBok 10 1000 B. OcHoBHMMHM TpuYMHAMHU aBapiii €
NEepPEeBAHTAXKEHHS eJIEKTpOMepexXi (MIKIIOUEHHS OTYKHUX CEPBEPIB 0€3 pO3paxyHKY
nepepizy KabesiB), MONIKOKEHHS 130JI1[ii Ta BUHUKHEHHS TEPEXiJHUX OIOpIB Yy
MICIISIX KOHTAKTIB.

Jl1is 3an00iraHHs eNeKTPOTPaBMaTH3MYy Ta 3aTOPSIHHSIM JTOTPUMAHO HACTYITHUX
BHUMOT:

- 3axucHE 3a3eMJICHHA. YC1 MeTajieBl YacTMHHU KOPIYCIB KOMII'FOTEPHOTO

06J'Ia,Z[HaHHH, K1 MOXYTb OIIMHHUTHUCA Hi,Z[ HAIIpyToro BHaCJ'IiI[OK IMOIIKOXXCHH



72
1307141111, TOBWHHI OyTH HaAilHO 3a3emiieHl (3aHyJieHi). Omip 3a3eMIIIOI0YOTO
IIPUCTPOIO HE MMOBUHEH NepeBULLyBaTH 4 OM.

~ IimicHicTh KOMYyHIKaIiF. 3a00pOHAETbCS EKCILUTyaTailisi KabesiB KUBJICHHS 3
MIOIIKO/[KEHOIO 130JIA111€0, BUKOPUCTAHHS CAaMOPOOHMX TMTOJAOBKYBAYiB Ta pO310paHUX
PO3ETOK.

~ 3axucT Bij nepeBaHTaxeHb. JIiHIT )KUBJIEHHS KOMII'FOTEPHOT TEXHIKU TOBUHHI
Oytu oOnajHaHI aBTOMAaTUYHMMM BUMHKa4aMH Ta TPUCTPOSIMH 3aXHCHOTO
BinkmroueHHs ([13B), ki MUTTEBO 3HECTPYMITIOIOTH MEPEKY TIPH BUTOKY CTPyMy abo
KOPOTKOMY 3aMHKaHHI.

[loxexxna  Oe3nmexka MpuU  eKCIUTyaTalli — OOYMCIIOBAJIbHOI  TEXHIKH
Komn'rorepHa TexHika CTaHOBUTH 3HAUHY MOXKEXKHY HeEOEe3NeKy uepe3 HasBHICTh
BEJIMKOI KUIBKOCTI TOPIOYMX MarepiaiB (IJIaCTUKOBI KOPITYCH, 130JISILsl TPOBO/IIB,
JIPYKOBaHI IJIaTH) Ta JHKEPEN TeIUIa. 3aropsiHHS €JIEKTPOHHO1T TEXHIKH KJIACU(DIKY€EThCS
AK TIOKEXa KJ1acy E (ropinns €JIEKTPOYCTAaHOBOK i HAIPYToI10).
Jlnst 3a0e3meyeHHs MOXKEKHOT O€3MEKH MPUMIILIEHHS TIOBUHHI OyTH 00JIa/IHaHI:

~ CucremMor0 aBTOMATHUYHOI TMOMXEXHOI CUTHAI3AIlil (AMMOBI CITOBIIYBaYi),
OCKIJIbKU TIIHHS 130JIS111T TPOBOIIB CYIPOBOKY€ETHCS BUILJICHHSM 3HAYHOT KUTBKOCTI
UMY 1€ JI0 TOSIBU BIIKPUTOTO TIOTYM!'sI.

— IlepBuaHuUMH 3aco0aMu  TMOXKeKoraciHHA. J{Ji1 TaciHHS KOMH'FOTEPHOI
TEXHIKH CJI1J] BUKOPUCTOBYBATH BYTJIEKUCIOTHI BorHeracHuku (tuny BBK-2, BBK-
3.5). BukopucrtanHss Boau a00 MIHHUX BOTHETaCHUKIB KaTErOpPUYHO 3a00pPOHEHO,
OCKUIbKM BOJIa € MPOBIAHUKOM EJIEKTPUYHOTO CTPyMy, IO MOXKE IMPHU3BECTH IO
ypaXXeHHs JIOAWHHU Ta OCTATOYHOTO BUXOJY 3 JIaay JOPOTOBApTICHOTO OOJaJHAHHS
(cepBepiB 3 manuMu). ByriekucnoTa * HE MOIIKOKYE CIEKTPOHIKY 1 HE 3ajIHIIae
CJIIIIIB ITICJIA TaClHHA.

AnropuT™M Aiil 'y pa3l BUHUKHEHHS HaA3BMYalHOI CHUTyaril (TI0Kex1)
VY BumajKy BUSBICHHS O3HAK TOPIHHS (UM, 3amax TOPLIOi 130111, ICKpiHHS) abo
CIpPALIOBAHHS TMOXEXHO1 curHanizamii, oneparop IIK (po3pobHuk) 3000B's13aHuM
JUSTH 32 YITKAUM QJITOPUTMOM:

e Heraiino npunuHutu poOOTY. SKIO [103BOJISIE Yac, BUKOHATH EKCTPEHE

30€peKEeHHS KPUTUUHUX AaHUX (200 K 3HEXTYBATH IIUM 3apajid 30€pEeIKCHHS KUTTH).
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e 3HecTpyMuUTH  OONaAHaHHA. BinkmiouuTy  3aradpHuUil  pyOWJIBHUK Y
MPUMIILICHH] a00 BUTATHYTU BUJIKY 3 PO3ETKH (TUIBKH SIKIIO 11€ 0€3MEeYHO 1 MPOBIJI HE
TUTAaBUTHCS ). 3HECTPYMIICHHSI — TIEPIIOYEPToBa JIisi IEPEe]] TACIHHSM.

e CrnosimieHHs. TepMiHOBO MOBITOMHTH TpO MOXexy 3a Tenedonom 101,
BKa3aBIlIM aJipecy o0'€KTa Ta MICLIe BUHUKHEHHS 3aropsiHHS, a TaKOX CIIOBICTUTU
KEPiBHUIITBO.

e Epakyarris. [lokuHyTH npuUMIIIEHHS 3TIAHO 3 IJJaHOM €BaKyallii, He
CTBOPIOIOYM TMaHIKK. JIOTOMOITH 3alMIIMTA TPUMIIMICHHS 1HIIMM ocobaMm. [lpu
CUJILHOMY 3aJUMIJICHHI TEepecyBaTUCS OJUXKYe A0 MIJJIOTH, 3aXMCTUBIINA OpPraHu
JIUXaHHS TKaHUHOIO.

o JlikBigamisi 3aropsiHus. [IpucTynmatu 1m0 raciHHA TMOXEXl TEePBUHHUMHU
3aco0amMu (BOrHETaCHUKOM) JIO3BOJISIETHCS JIMIIIE HA TIOYATKOBIM CTajll Ta 32 YMOBHU
BIJICYTHOCTI 3arpO3U BIACHOMY >KUTTIO. CTpyMiHb BYTJIEKHCIIOTH CJIiJl HAIIPABJISATH B
OCHOBY TONyM'sl, HE TOPKAIOUKCh PO3TPyOOM BOTHETaCHHWKA IO EJIEKTPOIPOBOIKU
(pu3uK OOMOpPOXKEHHS 200 yJ1apy CTPYMOM).

Haganus poMeauyHoi JOMOMOTH MpPH YpPaKeHHI EJIEKTPUYHUM CTPYMOM
k1o mijx yac aBapiiHO1 CUTYyalli JIFOANHA MOTPANKIIa i 110 €IeKTPUYHOTO CTPYMY,
HEOoOX1/1HO:

e 3BUIBHUTHU MOTEPHLIOrO BiJ Ali CTpyMy (BUMKHYTU pyOHIIBHUK, IEpepyOaTH
JPIT IHCTPYMEHTOM 3 130JIbOBAHOIO PYUYKOIO a00 BIATATHYTH JIOAUHY 33 CyXUU OJIAT,
HE TOPKAIOYKCH 11 TiIA).

e IlepeBipuTH HASIBHICTh CBIIOMOCTI Ta JUXAHHS.

e [Ipu BIACYTHOCTI JOMXaHHA — HETAaWHO PO3IMOYATH CEPIEBO-JICTCHEBY
peaHiMalliio (HenmpsMUIl Macak cepls Ta INTyYHE OUXaHHS) 1 MPOJOBXKYBATH [0
npuOyTTS MBUAKOT TOTIOMOTH.

JloTpuMaHHA LMX MpaBUJl JO3BOJIIE MIHIMIZYBATH PU3BUKU JUISL SKUTTS Ta
3I0POB'SE pO3pOOHMKA, a TaKOXX 30eperTd MarepiajibHI IIHHOCTI Ta pe3yJbTaTH

IHTEJIEKTYaIbHOI Mpalll B yMOBaX HaJA3BUYAHUX CUTYyaIlil.
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4.3 BUCHOBOK /10 4Y€TBEPTOI0 PO3IiTy

VY derBepToMy po3aiial KBaliikaliifHOI pOOOTH MPOBEACHO KOMILIEKCHHIMA
aHaJl3 MUTaHb OXOPOHU Mpalll Ta OE3MEKU KUTTEMISIBHOCTI, IO CYMPOBOIKYIOThH
IpOIEC MPOEKTYBAaHHS, PO3POOKH Ta TECTYBaHHsS MIporpamHoro 3abesnedeHHs Al-
aCUCTEHTA.

B pesynpTaTi aHamizy ymoB mparii po3poOHHMKA BCTAaHOBJICHO, IO MiSUTBHICTH
onepatopa [1K Hanexxuts 10 Kareropii poOIT 13 MiABUILIEHUM HEPBOBO-EMOLIIMHUM Ta
30pOBUM HaBaHTaKEHHAM. [[1s HiBeNOBaHHS BIUIMBY MIKIJJIMBUX BUPOOHUYUX
(dakTopiB, TaKUX SK MEpPEHANpPYXEHHS 30pOBOr0 aHaji3aropa, TINOJUHAMIA Ta
CTaTUYHI TMEpPEBAHTA)XCHHS OMNOPHO-PYXOBOrO  amapary, OyjJao po3poOJeHo
peKOMEeHJaNli 100 €pProHOMIYHOI oprasizauii pododoro Micus. OOrpyHTOBaHO
HEOOXIJTHICTh JOTPUMAHHS IMPOCTOPOBUX MapaMeTrpiB (muioma He meHme 6,0 m?),
IPABWJIBHOTO B3a€EMHOTO PO3TAILLyBaHHS €JIEMEHTIB CHUCTEMHU «IIOJAMHA — MAaIlldHa»
(Bigctanbp go exkpana 600-700 MM, kyt ormsay 15-20°) Ta BHKOpHUCTaHHA
CHeIiaTi30BaHuX MeOJIIB 3 MOXKIIMBICTIO PETYJIFOBAHHS.

VY miapos3aini, NpucBIUYeHOMY Oe3Melll B HaJA3BHYAWMHUX CHUTYallisX, JE€TaTbHO
PO3TISHYTO PU3WKH TEXHOTEHHOTO XapakTepy, MOB's3aHi 3 eKCILTyaTalli€l0 BEIUKOi
KUTBKOCTI  €JIEKTPOHHO-O0UHCITIOBAIBLHOI TEXHIKM. Bu3HA4YeHO, IO OCHOBHUMH
3arpo3aMy € YpaKE€HHS EJIIEKTPUYHMM CTPYMOM Ta BHUHUKHEHHS TOXexX kimacy E
(rOpiHHS €JIEKTPOYCTAHOBOK I1J1 HAanpyrow). ChopMyabOBaHO YITKUIA adrOPUTM 1A
MEepPCOHANly y pa3l BUHUKHEHHS aBapiiiHOI cuTyallli, SKUM BKJIIOYAE HETalHe
3HECTPYMJICHHSI O0JIaJlHAaHHS, OIOBIIIEHHS TMOXEXHOI OXOPOHM Ta €BaKyalllo.
OcoOnuBuii akIeHT 3pOoO0JICHO Ha BUOOpPI TEPBUHHUX 3aCO0IB MOKEKOTACIHHS:
JIOBEJICHO HEOOXITHICTh BHUKOPUCTAHHS BYIJVICKUCIOTHUX BOTHETACHMKIB, SIK1
JTIO3BOJIAIOTH JIIKBIYBAaTH 3aropsiHHSI O€3 MOIIKOKEHHSI CEPBEPHOTO 00JIaIHAHHS Ta
BTpaTH JIAHUX.

Takum dYHMHOM, y pO3IIL JOBEACHO, IO KOMIUIEKCHE BIPOBAKECHHS
PO3TISHYTUX 1HKEHEPHO-TEXHIYHUX PIIIEHb Ta OpTaHI3alliifHUX 3aXOMAIB TapaHTye

CTBOPEHHsI 0€31IeYHOr0 BUPOOHUYOTO CEPENOBHINA, 30€pEKEHHS 3I0POB'SI PO3pOOHUKA
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Ta 3aXKUCT Pe3yJIbTATIB IHTEJICKTyaIbHOI MpaIlli BiJl BTpATH BHACHIIOK HAJA3BUYANHUX

CUTYaIIi.
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BUCHOBKH

VY kBamidikaniiHii podOTI BUPIIICHO aKTyallbHYy HAayKOBO-TIPUKJIAAHY 3a7ady
M1BUIICHHS €()eKTUBHOCTI 1HPOPMAIIITHOTO MOIIYKY Ta KOHCYJIBTAI[IHHOT T ATPUMKH
B YHIBEpCUTETChKOMY cepefoBuimi. LImaxoMm moeaHaHHS MOMKIMBOCTEH BEIIMKHX
moBHHUX Mojenei (LLM) 3 apxitektyporo Retrieval-Augmented Generation (RAG)
CTBOPEHO aBTOHOMHY CHCTEMY, 3/1aTHY TeHepyBaTH (paKTOJOTIYHO TOYHI BIJMOBIII Ha
OCHOBI1 BHYTPIIIHHOI KOPTIOPATUBHOI 0231 3HaHB 0€3 HeOOXITHOCTI IMepeavi JaHuX Ha
30BHIIIHI cepBepd. OTpuMaHi pe3yNbTaTd MIATBEPAWIA, 110 BUKOPUCTAHHS
JIOKaJThHUX KBAHTOBAHMX MOJCIICH Yy TOEIHAHHI 3 BEKTOPHHM TIOITYKOM JO03BOJISIE
JOCSITTA BUCOKOI SIKOCT1 0OCIIyTrOBYBAaHHS 3alIUTIB Ha 00J1aJHAHH1 CIIO’KUBYOTO KJIACy.

B nepumomy po3aim kBamigikaiiiiHoi poOOTH OCBITHBOTO piBHA «Marictpy:

— IIpoaHani3oBaHO Cy4acHHI CTaH MPEAMETHOI 00JIaCTI Ta BUSABIEHO CYTTEBI
OOMEKEHHS TPATUIIAHUX MONTYKOBUX CUCTEM, IO 0a3yIOThCS Ha KIFOUYOBUX CJIOBAX,
30KpeMa iX He3/IaTHICTh BPaXOBYBaTH CEMAHTHYHUNA KOHTEKCT 3aITUTy.

— PosrsiHyTO €BooIit0  MeToAiB 00poOku mpupomnoi MoBu (NLP) Ta
apXITeKTYpHI OCOOJIMBOCTI Mojened TpaHchHOpMepiB, SKI CTaId OCHOBOIO ISt
CyYaCHUX TCeHEPATUBHUX CUCTEM.

— BucsitiieHo npobiieMy «rajgronuHaIlii» BEIMKHMX MOBHHMX MOJEICH Ta
MPOAHANI30BaHO METOAM iX MIHIMI3alli, ceped SKUX HalOIb e(EeKTUBHUM
BU3HAUYCHO ITiX1]1 KoHTeKkcTHOro HaBuaHHs (IN-Context Learning).

— OOrpyHTOBaHO NOIUIBHICTH BUKOPUCTaHHS apxiTekTypu RAG mis 3amad, 1o
BUMAaraloTh BHUCOKOi (DaKTOJIOTIYHOT TOYHOCTI Ta POOOTH 3 MaHUMH, IO YacTo
OHOBJIIOIOTHCSI.

— CdopMoBaHO BUMOTH 10 MPOEKTOBAHOI CUCTEMH, KIIFOUOBUMH 3 SIKMX CTaJIA
JIOKANBHICTh PO3TOPTAHHS, MIATPUMKA YKPATHCHKOI MOBH Ta arapaTHa ONTUMI3allis.

B npyromy po3maini kBamidikaritHoi poOoTu:

— OOrpyHTOBaHO BUOIp TEXHOJOTIYHOTO CTEKY, 1110 BKJItOUa€e Mojiesib Mistral 7B
Instruct (3aBasiku mexanizmam Sliding Window Attention), miatgopmy Ollama ans

iH(pepeHcy Ta BekTopHy 6a3y nanux ChromaDB.



77

— Po3po0eHO CTPYKTYpHY CXEMY CHCTEMH, sika 0a3yeTbCsi Ha MOIYJIbHIN
MIKpOCEpBICHIA apXiTeKTypi, 10 3abe3medye THYYKICTh HaJallITyBaHHS Ta
HEe3aJICKHICTh KOMIIOHEHTIB 300py, 0OpOOKHM Ta reHepartii J1aHuXx.

— 3ampornoHOBaHO BIOCKOHAJIGHUM MeToj IomnepeaHboi o0podku PDF-
JIOKYMEHTIB, SIKU{ BKITIOYA€ aITOPUTM CETMEHTAIlil TEKCTY 3 KOB3HUM BiKHOM (Sliding
Window Chunking) Ta nepekpurTsim, 110 103BOJIsi€ 30epiraTi CEMaHTUYHY LIICHICTD
KOHTEKCTY.

— CHpo€eKTOBaHO alIrOPUTM TiOPUIHOTO CEMaHTUYHOTO MOIIYKY, IO MOETHYE
METPUKY KOCHHYCHOI TOMIOHOCTI 3 (UIBTpaIli€lo 3a METaJaHUMU JIJIi TOYHOIO
BU3HAUEHHS IHTEHTY KOPUCTYyBaya.

B tpetromy po3mini kBamidikaiiiHoi podoTu:

— PeanizoBano aitounii nporpamuuil nporotun Al-acucrenta Mmoo Python,
KWW BKJIIOYA€ MOJYJI aBTOMAaTHU30BAHOI'O CKpAIMIHTY, BEKTOpHU3allii Ta TeHepauii
BIJIMTOBIJICH.

— CdopMOBaHO YHIKQIbHHN EKCHEPUMEHTAIBHUI KOpPIYC JaHHUX, IO
ckiagaeTbes 3 50 kBamiikaliiHUX MariCTePChbKUX POOIT Ta CTPYKTYypOBaHOI Oasu
3HaHb MPO YHIBEPCUTET, 3arajbHuM o0csarom nona 9000 BeKTopiB.

— IIporecToBaHO NPOAYKTUBHICTH CHUCTEMH Ha amapaTHii miatdopmi 3
oomexxenumu pecypcamu (GPU 6 GB VRAM), miaTBepmxeHo ePeKTUBHICTh 4-
OITHOrO KBaHTYBaHHS U1l 3a0€3MeUeHHs CTa0lIbHOI poOOTH MOJIEI.

— ExcnepuMeHTaNbHO MiATBEPKEHO, 110 BUKOPUCTAaHHS po3podsieHoi RAG-
CUCTEMHU MiJBUIY€E (HAKTOJIOTIYHY TOUHICTh BiAnoBiaeH 3 15% mo 96% y nopiBHIHHI
3 0a30BOI0 MOJIEJUTIO Ta 3a0e3Ieuye MOBHY aTpUOYIIiiO0 HKepest iH(popmariii.

Y posmimi «OxopoHa mpari Ta Oe3neka B HAA3BUYAMHUX CHUTYAIlISIX)»
poaHa izoBaHo criendiKy yMOB Iparli mpu po3poOiii MPOrpaMHOTro 3a0e3MeUeHHS Ta
11€HTU(IKOBAHO KJIIOYOBI MIKIUIMBI (PAKTOpU BUPOOHUHYOIO CEpeoBUIIA, 30KpeMa
30pOBE HANpPYXEHHS Ta TIMOJAMHAMIIO, IO BUHUKAIOTH MPH TPUBATIA poOOTI 3
BIJICOJIUCIUICHHUMHU TepMiHaIaMu. OMNHUCAaHO KOMIUIEKC €ProOHOMIYHHUX BHUMOT 10
oprasizaiii po604oro MmpocTopy, BKJIIOYAIOUM MapamMeTpy PO3MIILIEHHS MOHITOpA,
pobouoro crosy Ta Kpicia 3TiJHO 3 UYMHHUMHU CaHITApHUMHU HOpMaMH, IO €

HEOOX1THUM JIJ1s1 30€peKeHHs 3710pOB'st po3poOHKKa. Takok po3TISHYTO 3aX0/IH 11010
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3a0€3MEeUEHHsI eJIEKTPO- Ta MOKEKHOI O€3MeKH B MPUMILIEHHSAX 3 00UYUCITIOBAILHOIO
TEXHIKOI0, OOTPYHTOBAHO BHOIp BYIJIEKHCIOTHUX BOTHETaCHUKIB Ta BHU3HAYEHO
QIrOpUTM Ji TIepcoHady JJisd MiHIMIZallli HACHiKIB Yy pa3l BUHUKHEHHS

HAJ3BUYAHUX CUTYAIllil TEXHOT€HHOTO XapaKTepy.
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Homatoxk A

JlicTMHI'M POrpaMHOro KOxy

Jlictunr moayJst koHngirypauii cucremu (config.py)

MODEL CONFIG = {

'name': 'mistral:7b-instruct’',
'temperature': 0.3,

'"top p': 0.8,

"top k': 20,

'repeat penalty': 1.1,
'num_predict': 512

RAG CONFIG = {

'n results': 10,

'search multiplier': 3,

'general tntu keywords': ['THTy', 'yHiBepcurer', 'dakysaeTeT',
'icropia', 'mymwon', 'cneuiamnsaicTh', 'kabempa', 'crpykTypa'l],

'work keywords': ['pobora', 'mocaimxenua', 'cryneHTt', 'asTop',

'manucas', 'z3pobus', 'mpoekt'],
'tntu knowledge ratio': 0.9,
'works ratio': 0.2,

PDF CONFIG = {
'chunk size': 1000,
'chunk overlap': 200

PATHS = {
'vector db': 'data/vector db',
'student works': 'data/student works',
'tntu knowledge': 'data/tntu knowledge/tntu info.txt'
}
SYSTEM PROMPT = """Tu - AI-acucTeHT TEepHONiJIbCBKOI'O HAL1lOHAJBEHOIO

TexHiuHOTO yHiBepcurery iMeHl IBaxHa Iysoa (THTY) .

TBROI1 HOPUHLUMUIN:

- Bimgmorinma¥ Ha OCHOB1 HamaHOl iHbopMauii

- Insg nmuTaHb OPO YyHIBEepCUTET BUKOPUCTOBYM 06az30Bi 3HanuHa THTY
- IOnsg nmuTaHb OPO HOOCJ1IXEeHHS BUKOPUCTOBYM PODOTU CTYIEHT1iB

- BkasylM Ixepesia IpM NOCUJIaHH1 Ha poboTu

- BimgmorimaM yKpalHCBKOK MOBOI

[InTanuga: {query}

Bignosigp:"""



RAG PROMPT = """Tm - Al-acucTeHT TepHON1iJbECBKOI'O HAaLlOHAJBLHOI'O
TEeXHI1IUHOTO yHiBepcureTy imeni Irana Iymwos (THTY).

THCTPYKL1iT :

- AHaNil3y¥ HamaHy iHdopMaliln 3 Pi3HUX IXepes

- IOnsa 3arajlbHMX OUTaHb npo THTY npiopuTmsaylt 0as0B1 3HaAHHA
- Iyig OMTaHb OPO IOOCJ1MXeHHSA BUKOPUCTOBYM POOOTM CTYINEHT1B
- CTpyKTypy¥ BiONOBiIb JIOT'1YHO

- BkxasyM aBToOpa INpM [NOCUJIaHHI Ha poboTy

- Bimnomimal yKpaliHCBKOK MOBOI

[ImTanuga: {query}

Iudopmanisg:
{context}

mmoaw

Bimnnosinb:



JIicTMHT MOYJISI AaBTOMAaTHU30BAHOI0 300py JaHUX (Scraper.py)

import requests

from bs4 import BeautifulSoup
import time

import os

from pathlib import Path
import Jjson

import re

class TNTUScraper:
def init (self, base url="https://elartu.tntu.edu.ua"):
self.base url = base url

self.session = requests.Session()
self.session.headers.update ({
'User-Agent': 'Mozilla/5.0 (Windows NT 10.0; Wino4d; x64)
AppleWebKit/537.36"
)
def get works from page(self, page url):
works = []
try:
print (f"3aBanTaxeHHa: {page url}")
response = self.session.get(page url, timeout=30)
response.raise for status()
soup = BeautifulSoup (response.text, 'html.parser')
table = soup.find('table', class_='table')
if not table:
return works
for row in table.find all('tr'):
title cell = row.find('td', headers='t4')
if title cell:
link = title cell.find('a', href=True)
if link:
href = link.get ('href')
if href and '/handle/' in href:
full url = self.base url + href if not
href.startswith('http') else href
works.append ({'url': full url, 'title':
link.get text(strip=True)})
print (f" v {link.get text (strip=True) [:80]}...")
print (f"3Hamneso {len (works)} pobir\n")
except Exception as e:
print(f")( Momunka: {e}")
return works
def get work details(self, work url):
details = {'url': work url, 'title': None, 'author': None, 'year': None,
'type': None, 'faculty': None, 'specialty': None, 'pdf url':
None}
try:
print (f" 3BaBaHTaxeHHsa neraneu...")
response = self.session.get (work url, timeout=30)

response.raise for status()
soup = BeautifulSoup (response.text, 'html.parser')

hl = soup.find('hl")
if hl:
details['title'] = hl.get text(strip=True)



def

for table in soup.find all('table',

for row in table.find all('tr'):
cells = row.find all('td")
if len(cells) >= 2:

label = cells[0].get text (strip=True) .lower ()

value = cells[l].get text(strip=True)

class _='table'):

if 'aeTop' in label or 'author' in label:
details['author'] = value

elif '"mara' in label or

'pix' in label:

year match = re.search(r' (\d{4})', value)

if year match:

details['year'] = year match.group (1)

elif "oTwun'

in label or 'type' in label:

details['type']l = value
elif 'daxynpTer' in label or 'faculty' in label:

details['faculty'] =

value

elif 'cneuiasmpHicTe' in label or 'specialty' in label:

details|['specialty']

# Iomyx PDF

file table

= value

= soup.find('table', class ='table panel-body"')

if file table:

for cell in file table.find all('td', headers='tl'):
link = cell.find('a', href=True)

if link:

href = link.get ('href')

if href and '.pdf' in href.lower():
details['pdf url'] = self.base url + href
href.startswith('http') else href

print (f" v PDF 3uaimeno")

break

if not details(['pdf url']:
print (£" Z& PDF He 3HanzmeHo")

time.sleep (1)
except Exception as e:

print (£"

return details

download pdf(self, pdf url, output dir,

XK Hommnka: {e}™)

if not pdf url:
return None

try:
print (£"

BaBaHTaxeHHs PDF...")

filename) :

Path (output dir) .mkdir (parents=True, exist ok=True)
os.path.join (output dir, filename)

filepath

response
response.

r

self.session.get (pdf url,
aise for status()

with open(filepath, 'wb') as f:
for chunk in response.iter content (chunk size=8192):
f.write (chunk)

file size

print (£"

= os.path.getsize (filepath)
Vv BaBaHTaxeHO: {filename}

time.sleep (2)
return filepath
except Exception as e:

print (£"

)( Nomuika: {e}")

stream=True, timeout=60)

/ (1024 * 1024)
({file _size:.2f} MB)")

if

not



return None

def scrape works (self, collection url, output dir="data/student works",
limit=10):
print (£"\n{'="*80}\nlIOYATOK 3BOPY POBIT\n{'='#*80}\n")

works = self.get works from page(collection url)
if not works:

print("\n[& PoboTrm He =B=HammeHo!")
return []

works = works[:limit]
results = []

for idx, work in enumerate (works, 1):
print (f"\n{'-'"*80}\nPOBOTA {idx}/{len (works) }\n{'="'*80}")
print (f"Hazsa: {work['title'][:80]}...™)

details = self.get work details(work['url'])
pdf path = None
if details['pdf url']:
pdf path = self.download pdf (details['pdf url'], output dir,
f"work {idx:02d}.pdf")

result = {
'id': f"work {idx:03d}",
'title': details['title'] or work['title'],

'author': details['author'] or 'Herimomo',
'yvear': details['year'] or '2025"',
"type': details['type'] or 'Maricrepcbka pobora',

'faculty': details['faculty'] or 'o®IC',
'specialty': details|['specialty'] or '122 Komn\'wTepHi Haykm',
'url': work(['url'],
'local path': pdf path
}

results.append(result)

metadata path = os.path.join(output dir, 'metadata.json')
with open(metadata path, 'w', encoding='utf-8') as f:
json.dump (results, f, ensure ascii=False, indent=2)

print (£"\n{'='*80}\n3ABEPIIEHO\n{'="*80}")

print (f"v 06pobmeno: {len(results)}")

print (£"V PDF: {sum(l for r in results if r['local path'])}™")
print (f"v Meragmaui: {metadata path}\n")

return results

if name == " main_ ":
scraper = TNTUScraper ()
scraper.scrape works (
collection url="https://elartu.tntu.edu.ua/handle/1ib/23470",
output dir="data/student works",
1imit=50



JlicTuHr MoayJist monepeaHboi 00pooku JokymeHTIiB (pdf processor.py)

import os
import json
import pdfplumber

try:
from config import PDF CONFIG, PATHS

except ImportError:
PDF CONFIG = {'chunk size': 1000, 'chunk overlap': 200}
PATHS = {'student works': 'data/student works'}

class PDFProcessor:

def init (self, works dir=None):
if works dir is None:
works dir = PATHS.get ('student works', 'data/student_works')
self.works dir = works dir
self.metadata path = os.path.join(works dir, "metadata.json")
self.processed data path = os.path.join(works dir,

"processed works.json")

def extract text from pdf (self, pdf path):
text = ""
try:
print (£"Obpobka PDF: {os.path.basename (pdf path)}")
with pdfplumber.open (pdf path) as pdf:
for page num, page in enumerate (pdf.pages, 1):
page text = page.extract text()
if page_ text:
text += f"\n--- Cropinkxa {page num} ---\n{page text}"
print (f" CropiHok: {len(pdf.pages)}, CummBomir: {len(text)}")
except Exception as e:
print(f")‘ Nomuiika: {e}")
return text.strip()

def clean text(self, text):
text = ' '.join(text.split())
return text.strip()

def split into chunks(self, text, chunk size=None, overlap=None) :
chunk size = chunk size or PDF CONFIG.get ('chunk size', 1000)
overlap = overlap or PDF CONFIG.get ('chunk overlap', 200)
chunks = []
start = 0
while start < len(text):
end = start + chunk size
chunk = text[start:end]
if end < len(text):
last period = chunk.rfind('.")
if last period > chunk size // 2:
chunk = chunk[:last period + 1]
end = start + last period + 1
chunks.append (chunk.strip())
start = end - overlap
return chunks

def process_all works(self):
if not os.path.exists(self.metadata path):
print (f"Meramani He 3HalmeHo: {self.metadata path}")
return []

with open(self.metadata path, 'r', encoding='utf-8') as f:
metadata = json.load(f)

processed works = []



print (£"\n{'='*70}\nOBPOBKA {len (metadata)} POBIT\n{'='*70}\n")

for idx, work meta in enumerate (metadata, 1):
title = work meta.get('title', 'Bes HasBu') or 'Bes Ha3eu'
print (f"\n--- Pobora {idx}/{len (metadata)} ---")
print (f"Hazea: {title[:60]1}...")

pdf path = work meta.get('local path')

if not pdf path or not os.path.exists(pdf path):
print (£" [& PDF He 3HammeHO")
continue

raw_text = self.extract text from pdf (pdf path)
if not raw_text or len(raw_text) < 100:

print (£" Z& TexcT 3aHanTO KOPOTKMM")
continue
cleaned text = self.clean text (raw_ text)
chunks = self.split into chunks(cleaned text)

print (£f" V Yaukie: {len(chunks)}")

processed work = {
'id': f"work {idx:03d}",
'metadata’': {
'title': work meta.get('title'),
'author': work meta.get ('author'),
'yvear': work meta.get('year'),

'type': work meta.get('type'),
'faculty': work meta.get('faculty'),
'specialty': work meta.get ('specialty'),
'url': work meta.get('url'),
'pdf path': pdf path

by

'full text': cleaned text[:5000],

'chunks': chunks,

'num_chunks': len (chunks)

}

processed works.append(processed work)

with open(self.processed data path, 'w', encoding='utf-8') as f:
json.dump (processed works, f, ensure ascii=False, indent=2)

print (£"\n{'="*70}\n3ABEPIEHO\n{'="*70}")

print (£"06pobneno: {len(processed works)}")

print (f"4Yarkis: {sum(work['num chunks'] for work in processed works)}")
print (£"36epexeHo: {self.processed data path}\n")

return processed works
if name == " main_ ":

processor = §BFProcessor()
processor.process_all works()



JlicTuHr MoayJist BekTopu3auii Ta 30epiranist 1anux (embeddings.py)

import os

import json

import chromadb

from sentence transformers import SentenceTransformer
from tgdm import tgdm

try:
from config import PATHS
except ImportError:
PATHS = {
'student works': 'data/student works',
'tntu_knowledge': 'data/tntu knowledge/tntu info.txt'
}

class VectorDatabase:
def __init  (self, db_path="data/vector db", model name="paraphrase-
multilingual-MiniIM-L12-v2") :
self.db path = db path
self.client = chromadb.PersistentClient (path=db path)
self.collection = self.client.get or create collection(
name="tntu student works",
metadata={"description": "CrynmenTcbrki poborm THTY"}
)
print (f"3aBaHTaxeHHa momeni: {model name}")
self.embedding model = SentenceTransformer (model name)

print ("v Momens 3aBaHTaxeHa\n")

def create embeddings(self, texts):
return self.embedding model.encode (texts, show progress bar=True,
convert to numpy=True) .tolist ()

def add works to database(self, processed works path=None) :
if processed works path is None:
processed works path = os.path.join (PATHS.get ('student works',
'data/student_works'), 'processed works.json')
if not os.path.exists (processed works path):
print (f"®ann He 3HalmeHo: {processed works path}")

return
with open (processed works path, 'r', encoding='utf-8') as f:
processed works = json.load (f)
print (£"\n{'="'*70}\nIOIABAHHA {len (processed works)} POBIT\n{'='*70}\n")

all documents, all metadatas, all ids = [], [], []

for work in tgdm(processed works, desc="Illigroroska") :
work id = work['id']
work metadata = work['metadata']

for chunk idx, chunk in enumerate (work['chunks']):
chunk metadata = {
'work id': work id,

'chunk index': chunk idx,

'title': work metadata.get('title', 'Bes nassn'),
'author': work metadata.get ('author', 'Heeimomo'),
'yvear': work metadata.get('year', 'Herimomo'),

'type': work metadata.get ('type', 'Hemimomo'),
'faculty': work metadata.get ('faculty', 'Hemimomo'),
'specialty': work metadata.get ('specialty', 'Hemsimomo'),

'url': work metadata.get('url', ''),

all documents.append (chunk)



all metadatas.append(chunk metadata)
all ids.append(f"{work id} chunk {chunk idx:03d}")

print (f"\nBcroro uwankip: {len(all documents)}")
print ("CrBopeHHs embeddings...")
all embeddings = self.create embeddings(all documents)

print ("DonasaHHsa no BI Gatuammu...")
batch size = 5000
for i in range(0, len(all documents), batch size):
end idx = min(i + batch size, len(all documents))
print (£" BarTu {i//batch_size + 1}: {i+1}-{end idx} 3
{len(all documents)}")

self.collection.add(
documents=all documents[i:end idx],
embeddings=all embeddings[i:end idx],
metadatas=all metadatas[i:end idx],
ids=all ids[i:end idx]

print(f"J Homano {len(all documents) } uaHkie\n")

def add tntu knowledge (self, knowledge path=None) :
if knowledge path is None:
knowledge path = PATHS.get ('tntu knowledge',
'data/tntu_knowledge/tntu_info.txt')
if not os.path.exists (knowledge path):
print (f"®ann He 3HalmeHo: {knowledge path}")
return

print (£"{'='*70}\nIOJABAHHA 3HAHbL PO THTY\n{'='*70}\n")

with open (knowledge path, 'r', encoding='utf-8') as f:
content = f.read()

sections = []
current section = ""
for line in content.split('\n'):

if line.startswith('==') and current section:
sections.append(current section.strip())
current section = line + '\n'

else:

current section += line + '\n'
if current section:
sections.append (current section.strip())

documents, metadatas, ids = []1, []1, I]
for idx, section in enumerate (sections):
if len(section) > 50:
documents.append (section)
metadatas.append ({

'work id': 'tntu knowledge',
'chunk index': idx,

'title': 'Basza 3HaHb npo THTV',
'author': 'THTY',

'yvear': '2024"',

'type': 'Iorinkoma inbopmauis',
'faculty': 'Baramnbue',
'specialty': '3BarajsbHe',

'url': 'https://tntu.edu.ua'

})
ids.append (f"tntu_knowledge section {idx:03d}")

print (f"Cexuint: {len (documents)}")
print ("CrBopeHHs embeddings...")



embeddings = self.create embeddings (documents)

print ("DomasaHHsa nmo BIO...")
batch size = 5000
for i in range(0, len(documents), batch size):
end idx = min(i + batch size, len(documents))
self.collection.add(
documents=documents[i:end idx],
embeddings=embeddings[i:end idx],
metadatas=metadatas[i:end idx],
ids=ids[i:end idx]

print (£"V Jomano {len(documents)} cexuiiz\n")
def search(self, query, n results=5):
query embedding = self.embedding model.encode ([query]) .tolist ()
return self.collection.query (query embeddings=query embedding,

n_results=n results)

def get database stats(self):

return {
'total chunks': self.collection.count(),
'collection name': self.collection.name,

'db path': self.db path

if name == " main ":
db = VectorDatabase ()
db.add tntu knowledge ()
db.add works to database()

stats = db.get database stats()

print (£"{'="*70} \nCTATUCTUKA\n{'="*70}")

print (f"Bcroro uankime: {stats['total chunks']}")
print (f"Komexuis: {stats['collection name']}\n")



JIicTHHT miICHCTEMH CEMAHTUYHOI0 MOMYKY (rag_system.py)

import sys

sys.path.append('src')

from embeddings import VectorDatabase

from config import RAG CONFIG, SYSTEM PROMPT, RAG PROMPT

class RAGSystem:
def init (self, db path="data/vector db"):
print ("Ixigianizauia RAG...")
self.db = VectorDatabase (db_path=db path)
self.config = RAG_CONFIG

print ("v RAG rotora\n")
def search relevant context (self, query, n_ results=None):

if n results is None:
n results = self.config['n results']

print (£"Q Homyk: '{query}'")

search n = n results * self.config['search multiplier']
results = self.db.search(query, n results=search n)
if not results['documents'] or not results]['documents'][0]:

print("[ﬁ KonTexkcT He 3HanmeHo")
return None

in

in

query lower = query.lower ()
is_general = any (w in query lower for w
self.config['general tntu keywords'])
is work = any(w in query lower for w in self.config['work keywords'])
tntu results, work results = [], []
for doc, meta, dist in zip (results|['documents'] [0],
results['metadatas'] [0],
results['distances'] [0] if 'distances'
results else [0]*len(results['documents'][0])):
if meta.get('work id') == 'tntu knowledge':
tntu results.append((doc, meta, dist))
else:

work results.append((doc, meta, dist))

if is general and not is work:

tntu n = int(n _results * self.config['tntu knowledge ratio'])

work n = n results - tntu n

combined = tntu results[:tntu n] + work results[:work n]
elif is work and not is _general:

work n = int(n results * 0.8)

tntu n = n results - work n

combined = work results[:work n] + tntu results[:tntu n]
else:

combined = tntu results[:n_results//2]

work results([:n results//2+1]
combined = combined[:n results]

if not combined:

print("[ﬁ PesynepTaTnt He 3HammeHo")
return None

context parts, sources = [], []
for idx, (doc, meta, dist) in enumerate (combined) :
context parts.append (f" [Ixepeso {idx+l}]\n{doc}\n")
sources.append ({
'index': idx + 1,



'title': meta.get('title',

'Bes HazBU')
A

14
'author': meta.get ('author', 'Hemimomo'),
'yvear': meta.get ('year', 'H/L'),
'type': meta.get ('type', 'H/IL'),

'work id': meta.get('work id',

'relevance': 1 - dist

})

"),

print (£"V 3BHamtmeno {len(sources)} dparmeHTie\n")

return {'context': "\n———\n".join(context_parts), 'sources': sources,
'query': query}
def format sources(self, sources):
if not sources:
return ""
formatted = "\n\nf& Ixepemna:\n"
unique = {}

for s in sources:
if s['work id'] not in unique:
unique[s['work id']] = s

for idx,
formatted +=

{s['year']}\n"
return formatted

f"\n{idx}.

def build prompt (self, query,
if not context data:

s in enumerate (unique.values(), 1):
{s['title']}\n

ATop: {s['author'l}, Pixk:

context data):

return SYSTEM PROMPT.format (query=query)

return RAG PROMPT.format (query=query,

context=context data['context'])



Jlictunr moayJs interpanii 3 LLM (assistant.py)

import sys
sys.path.append('src')

import ollama

from rag system import RAGSystem
from config import MODEL CONFIG
import time

class TNTUAssistant:
def init (self, model name=None, db path="data/vector db"):
print (£"\n{'="*70}\nIHIOIAJII3ANIA AI-ACUCTEHTA\n{'='*70}\n")
self.model name = model name or MODEL CONFIG['name']
self.config = MODEL CONFIG

try:
ollama.list ()

print ("v Ollama npaupoe\n")
except Exception as e:

print (£" ¥ MHommnxa Ollama: {e}")
sys.exit (1)

self.rag = RAGSystem(db_path=db path)
print (£"{'="'*70}\nv ACUCTEHT TOTOBUM\n{'='*70}\n")

def generate response(self, query, use rag=True):
print (f"\n{'="*70}\n3anuTr: {query}\n{'="'*70}\n")

context data = self.rag.search relevant context(query) if use rag else
None
user message = self.rag.build prompt (query, context data)
print (" T'enepauis Bignosimi...")
start = time.time ()
try:
response = ollama.generate (
model=self.model name,
prompt=user message,
options={
'temperature': self.config['temperature'],
'top p': self.config['top p'],
'top k': self.config['top k'],
'repeat penalty': self.config['repeat penalty'],
'num_predict': self.config['num predict']
}
)
answer = response|['response']
gen _time = time.time() - start
print (£"V 3reHepoBaHO 3a {gen time:.2f}c\n")
full answer = answer +
(self.rag.format sources (context data['sources']) if context data else "")
return {
'query': query,
'answer': full answer,
'sources': context data['sources'] if context data else [],
'generation time': gen time,

'used rag': use rag and context data is not None

}

except Exception as e:
print(f")( HoMmmnxka: {e}l")



return {'query': query, 'answer': f"llommnxa: {e}"}

def chat (self):
print (£"\n{'="*70}\nAI-ACUCTEHT THTY\n{'='*70}")

print ("\nKomaumu: 'Buxin', 'monomora', 'l!rag on/off'\n" + "="*70 + "\n")

use rag = True
while True:

try:
query = input ("(J Tum: ") .strip()
if not query:
continue
if query.lower () in ['Buxin', 'exit', 'quit']:
print("\n&ﬁ Io moBaueHHa!")
break
if query.lower() in ['momnomora', 'help']:
print ("\n§§ Ipuxnamu:\n - o Taxe THTIY?\n
baxkynbrTern?\n - llo 3pobue Kpuax?\n")
continue
if query.lower() == 'l!rag off':
use rag = False
print("ll RAG BumMKHeHO\Nn")
continue
if query.lower() == 'lrag on':
use rag = True
print("ll RAG yeBiMmkHeHO\n")
continue
result = self.generate response(query, use rag=use_ rag)

print(f"\n@? AcucreHT:\n{result['answer']}\n")
print (£" {result['generation time']:.2f}c\n{'-'*70}\n")

except KeyboardInterrupt:
print("\n\n§3 Do moBaueHHda!")

break
if name == " main ":
assistant = TNTUAssistant ()

assistant.chat ()

i



JlicTuHT rosioBHOrO aiiny kepyBanus (main.py)

import sys

sys.path.append('src')

from assistant import TNTUAssistant
from config import PATHS

def main () :
print (Il mn

I

| AT-ACHCTEHT THTY im. IBAHA MYJIOA

I

mnmw ")

try:
assistant = TNTUAssistant (db path=PATHS['vector db'])
assistant.chat ()

except KeyboardInterrupt:

print("\n\n&ﬁ 3aBepmeHo")
except Exception as e:

print(f"\n)( Nomunka: {e}")

" "w.

if name ==
main ()

main
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JOCILIKEHHA TA PO3POBKA AI-ACHCTEHTA HA OCHOBI MOJEIT MISTRAL JITA
CEPEJOBHIIA YHIBEPCHTETY

UDC 004.8:004.056.55
V. Hotovych, PhD., Assoc. Prof.; V. Popovych

RESEARCH AND DEVELOPMENT OF AN AI ASSISTANT BASED ON THE MISTRAL
MODEL FOR THE UNIVERSITY ENVIRONMENT

CygacHi VHIBEpPCHTETH OTNEPVIOTE BETHEHM obcAroM imdopManii, BEMOYHO 3 HABYATLHHMH
IUIAHAME, PO3KIATAME, JOKYMEHTAMEH T4 HOEHHAMH. YacTo I JaHi POSMOpPONIEH] 0 PISHHX POSOUTAX
peOCaliTy Ta HECTPVKTYPOEB@HL, N0 VCEIAJHIOE MEHAKHH SOCTYI OO0 OOTpiOHOI 1HGOopMamii.
Cteopenna Al-KOHCYIBTAHTA [03BOMAE IEHTPATIZYEATH 3HAHHA, ARTOMATHIVEATH MOMVE T4 HAMABATH
CTYZAeHTaM 1 BHEAAZa9aM TOTHI BIONOELS Ha sanutanad. Mogem civeiictea Mistral Marots BiggprTHIl
KOT, EHCOKY IPOAVKTHEHICTE T4 MOMJIMEICTE 1HTETpamnii 3 BeKTOPHHMH Da3aMH 3HAHB, INO0 POOHTE iX
ONTHMAIEHHM EHOOpPOM 14 pospoOEH cHeTeMH Ha 0azi Retrieval-Augmented Generation (RAG).

Metomw pobotH € pozpodra Al-acucTenTta, Axmil zabesmedyve edeKTHEHHE NOIMVE 1 HATAHHA
pelepanTHOI HGOpMAaNii 3 BHYTPIINIEROL DA3H VHIBEPCHTETY, chOpMOBaHOT HA OCHOBl JaHWX CaHTy, 3
EHEOPHCTAHHAM MoETHBOCTEH Momemi Mistral Ta mexamizmy RAG. Pobota mepembadgae cTEOpeHHT
CHCTEMH 200pV JaHHX 12 BeOCalTy VHIESPCHTETY, po2pobDEy BracHoi 0asH 2HAHE, IHTETPAIIo 0 2
smonenmo Mistral gepez RAG 1a peamizamiio inTepdeiicy 114 BzacMomii KOPHCTVEATIE 13 CHCTEMOED.

Jma peamizamii IpOeKTY 32CTOCOBYETRCH KOMOIHAINA cyIacHHX METOMIE MAMHHEOTO HABTAHHT
Ta TeXHOIOriH obpobks npEpoguol MorH. [lepmmil eTan BRIHOYAE TAPCHHAT BeOCARTV YVHIBEPCHTETY 13
ARTOMATHYHHM EBHTy9eHHAM TekcTy Ta HIML-cTpykTyp, a8 Tako® KOHEEpPTAINER JOKVMEHTIE ¥V
thopmMaT, IPHIATHEHE 014 DoJatemoro apamizy. OTpHMAH] JaHi TPOXOIATE OYHIIEHHA, HOPMATIZAID
Ta poz0HTTA Ha cemanTHIHiI OmokH (chunking) [Mng creEOpeHHI 1iHOSKCOBaHOI 0asH 2HAHE
3ACTOCOEYETBCA BEKTOpPHE MpencTaBneHHA TekcTy (embeddings). mo goseomde EBHKOHYBATH
CEMAHTHYHHNA MOMMVE 38 JOIOMOror 1HcTpyMeRTiE Ha smrant FAISS abo ChromaDB. Bukoprcramma
RAG zabesmedye noeHaHHA pealbHOIO HOMVEY IO 033l JaHEX 13 FeHEPATHEHHMH MOIHEOCTAMH
mopem Mistral. Ile moseomae Al-xomcyaeTanty QopMyEaTH TOYHI Ta KOHTEKCTHO-3AMEEH] BLIIIOELTL
HA 3ANHTAHHT EOPHCTYBATIE, Da3VIOWHCE HA aKTyaneHid imdopsami yHiBepcHTeTy. KpiMm ToTO,
cacTeMa iHTerpye API mna praemomii = KOpHCTYBadgamH, INO MOME OVIH pealizOBaHO =Gepes Bed-
iHTepdefic, 9aT a0O 1HIN KAHATH KOMYHIKAII.

Pozpotmenmit Al-acHCTEHT MOTEEpOHE HA NOpPAaKTHIN e(eKTHEHICTE IIOEIHAHHY MOIeTeH
Mistral = Texuonoriero RAG gua obpobEH BHYTPIINTHIX JaHHX YHIBEDCHTETY.
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AKTyanbHICTh TEMH A0CHixKeHHA. CyyacHHH YHiBepcHTeT QYHKIIOHYE
AK CKIQJHWH reHepaTop 3Ha4yHMX o6carie indopmauii. Ulopoky
HAKOMHYYWTLCHA THCAY] CTOPIHOK HECTPYKTYPOBAHHX TEKCTOBHX [JaHUX:
MEeTOAH4YHi BKa3iBKM, HAKa3H, MOJO0¥KEHHA, a TakoX KBadidikauiiiHi poboTH
cTyAeHTiB. TpagHLUiHHI IHCTPYMEHTH NOWVKY, L0 BHKOPHCTOBVIOTHCA B
OinbIOCTI OCBITHIX CcHCTeM, 6Ga3yKwTbCA Ha JIEKCHYHOMY CHiBOajiHHI
KAWY0BHX chiB. TakuMH migxig Mae CYTTEBHH HeJoMiK: AKIO 3anMT
KOPHCTYBa4ya ceMaHTHYHO NOB'A3aHHH 3 JOKYMEHTOM, a/Ie HE MiCTHTE TOUHHX
TepMiHIE 3 HbOr'0, CHCTEeMa He MOBEPTAE pe/ieBaHTHHH pPe3yabTar.

CTpiMKHH PO3BHTOK BEJIMKHX MOBHUX MoJene# (Large Language Models,
LLM) BigkpuBae HOBi NepcneKTHBH [A1A BUpilleHHA Uiel npo6aemu.
BHKOpHCTaHHA TeHepaTHBHOrO WTYYHOrO IHTEJNEeKTY [A03BOJIAE CTBOPHTH
CUCTEeMY, 3/aTHY «PO3YMITH» KOHTEKCT 3alMTy Ta QOPMYBaTH BHYEpMHI
Bignoeigi. OgHAaK BHKOPHUCTAHHA NYOJIYHMX XMapHMX CcepBiciB 4acTo €
HEMOXUTHBHM Yepe3 BUMOTH /10 KoHdigeHIiHHOCTI JaHUX Ta 3a/1eXHICTh Bij
iHTepHeT-3'eAHaHHA. ToMy aKTyalbHHM € 3aBJAaHHA PO3POOKH aBTOHOMHHX
iHTe/IeKTyalbHUX  ACHCTEHTIB, HAKI po3ropTalThCd  JOKAIBHO Ta
BHKOPHCTOBYIOTE BAACHY 6a3y 3HAHb YHIBEPCHTETY.

AHam3 nonepejaHIX AOCAIAMKEeHE Ta NOCTAHOBKAa 3ajadyl. AHanis
iCHYHOUYHX pilleHb NOKAa3YE, 1[0 BLAbIIICTE CYyYacHHX 4aT-00TiB abo NpanowTh
33 KOPCTKO 33JjaHHMH CleHapiaMH, abo BHKOPHUCTOBYHTE APl 30BHilIHIX
mogeneit (GPT-4, Claude), mo noe'A3aHo 3 nepegaved JaHUX TPETIM
cTopoHaM. PyHaaMeHTANbHHM NiAX040M A iHTerpauii BJacHHX JAHHX ¥
MOBHI Momeni € TexHosoria Retrieval-Augmented Generation (RAG),
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3anponoHoBaHa Jlewicom Ta iH. [1]. CyTb MeToAy moaArae B AWHAMiUHOMY
Jl0JaBaHHI pefieBaHTHOI iHpopMauii 4o KOHTEKCTY MoJeJli nepej reHepalieto
BiAMOBIAL

Octanui gocnifKeHHA B raaysi BiAKPpHUTHX MOJeseH, 30KpeMa MofAsa
apxitektypu Mistral 7B [2], memoHcTpylTh, WO MoJeni 3 BiJHOCHO
HEBEe/IHKOW KiNbKicTi0o mapameTpis (7 minbApAiB) 34aTHI KOHKYpPYBaTH 3
HabaraTo 6GiNbIIMMH aHanoraMM 3a YMOBH fAKiCHOro JAoHaB4aHHA abo
NpaBHIbHOI oOpraHizanii npomnT-iHxuHipUMHTY. MeTow jaHoi poboTH €
CTBOPEHHA NPOTOTHNY Al-acHCTeHTa, AKHH NOEAHYE MOAJIHBOCTI JIOKA/NLHOI
moaeni Mistral Ta Texuonorii RAG gns 3a6e3aneyeHHA TOYHOr0 CEMaHTHYHOTO
nowyky no 6a3i 3HaHb YHiBepcUTeTy 6e3 HeobXiHOCTI BHKOPHCTaHHA
XMapHHX 00YHCIOBAJBHHX pecypcisb.

OcHOBHI pe3yabTaTH A0CHiKeHHA. Po3pobneHa cucreMa BasyeTbeA
Ha MOJY/IbHIH apxiTeKTypi, o 3a6e3neyye NOBHHI LUK 06pODKH JaHWX: Bif
3aBAHTAXEHHA [JOKYMEeHTIE [0 reHepanii Bignoeigi kopuctysauy. /[lna
3abe3neyeHHA KoOHOiJeHUiHHOCTI Ta HesaleXHOCTI BiJ 30BHILIHIX
npoBaiepis o6paHo cTpaTerii JoKanbHoro po3ropranHd (Local Inference).
flk cepepgoBHIle BHKOHAHHA BHKopHcTaHo maartdopmy Ollama [3], wo
JO3BOJIAIE 3aNYCKAaTH KBAaHTH30BaHI Mojeni Ha CNOXMBYOMY OOMaJHAHHI
3arancHa cxema iHpopMaliiHHX NOTOKIB y CHCTeMi HaBeJleHa Ha PUCYHKY 1.

CraMcTrE TA .
PDF _ﬂ.ﬂlt]'mHTE.j e oemMeHTauin A{Emhaddlng I'.'Ic-daq(i
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ﬂ/ﬁ LLM Mistral

Puc 1. CtpykTypHO-QyHKIiOHaIbHA CXeMa poG0TH po3pob/ieHoro
RAG-acucrenTa
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flkicTe poboTH RAG-cHCTEMH KPHUTHYHO 3a/IeKHThL BiJl AKOCTI BXiAHHX
nanux. Basza 3HaHb cpopmoBaHa Ha ocHoBi iHdopmauii npo cTpykTypy
TepHONIBCLKOr0 HAUIOHANBLHOIO TEXHIYHOro YHiBepcHTeTy iMeHi |BaHa
[lyntoa Ta apxiBy MaricTepcbKHX pobiT cnenianbHocTi « KoM loTepHi HAyKH»,
OTPHUMaHHX 3 IHCTHTYLiHOrO penozuTapito ELARTU [4].

[lna BuaobyBanHsa TekcTty 3 PDF-gokyMeHTIB BHKOpPHUCTaHO BibaioTeky
pdfplumber. OckinbKH «CHpHii» TEKCT 4acTo MICTHTh TeXHiUYHe CMITTH
(HOMEpH CTOpPiHOK, KOMOHTHTY/JH), PO3pobJieHO aJropuTM nonepesHbO]
04MCTKH. HacTynHuM KpokoM € cermeHTauis Tekcty (chunking). Jocnignum
LIIAXOM BCTAHOBJIEHO, W0 ONTHMANBHUM € po30MTTA Ha 6Gaoku mo 1000
CUMBOJIB i3 nepekpuTTaM (overlap) y 200 cumeonis. HasBHicTE nepekpuTTA
rapaHTye 36epexeHHA CeMaHTHYHOrD KOHTEKCTY, AKL0 pevyeHHA abo gyMKa
pPO3pPHBAKOTLCA MiXK ABOMa pparMeHTaMH.

Knwo4oel TexHiuyHI NMapaMeTpH peani3oBaHOro pilleHHA HaBeJEHO B
Tabauui 1.

Tabauys 1
IMapameTpH KoH$irypanii cucreMu 06po6KH JaHUX
lMapameTp / 3navennna [ Hazea O6rpyHTYBaHHA BHOOPY
KoMnoHeHT
EBazoea LLM Mistral-7B-Instruct- | BigkpuTHii Koj, BHCOKA AKICTE
vil.2 iHCTDVEKLH
dopmar mogeni GGUF (4-bit OnTumizauia nig oémexeny VRAM
guantization) [Bigeonam'aTk)
Poamip yanky (Chunk 1000 cumMeonis OnTumansHHiil po3Mip 414 0gHOrD
Size) abzauy/AyMKH
[Mepexpurta (Overlap) [ 200 cumeonie 3anobiraHHA BTPATi KOHTEKCTY Ha
Memax
CxoBMILe BEKTOPIBE ChromaDB JoxansHa eexTopHa B/l, He noTpedye
cepeepa

Jlnsa peanizauii Mo IHMBOCTI NOWYKY 3a 3MicTOM, 2 He 3a GOpMaJbHHMH
03HaKaMH, y poOOTi BHKOPHCTaHO METOJ, LiTbHHX BEKTOPHHX MPe/CTaBAeHb
(dense embeddings). Ilpouec BekTopu3auii 34iHCHIETBCA 33 JONOMOTrOH
TpaHcdopmepHoi Mogeni paraphrase-multilingual-MiniLM-L12-v2 [5], saka
TpPaHCQOPMYE KOMEeH TEeKCTOBHH CerMeHT y GaraTOBHMIpHHH 4HMCI0BHH
BeKTOp po3MipHicTio 384 enemenTH. Bubip came niei mogeni symoBneHHH i
MyJETHMOBHOK) apXiTEKTYpOoK: BOHa e(QeKTHBHO MPOEKTYE 3alHTH
VKpPalHCbKOK MOBOK Ta JOKYMEHTH YV COiJIbHHH CeMaHTHYHHH npocTip. Le
J03BONIAE CHCTEMI 3HAXOUTH peJIeBaHTHI BiNOBIAl HABIThH ¥ THX BHNAJKaX,
KOJIH JIEKCHYHI KOHCTPYKLUII B 3aNHTI KOPHCTYBa4ya Ta B TEKCTI JOKYMEHTa He
36iraloThcA (HaNpUKAa/, NpH BHKOPHCTAHHI CHHOHIMIB YH nepedpa3yBaHHi),
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ajie € TOTOKHHMH 32 3MICTOM. 3reHepoBaHi BEKTOPH pa3oM i3 BiANOBIAHHMH
METaJaHHMH, TAKHMH fIK aBTOP pobOTH, piK HanmMcaHHA Ta HasBa ¢aiay,
IHAeKCYHThCA ¥ BUCOKONPOAYKTHEHIA BeKTopHiH 6a3i nanux ChromaDB [6].
[lpy HagxoMKeHHi 3anMHUTy CHCTEMa BHMKOHYE paHKyBaHHA ¢QparMeHTiB
UIIAXOM O0OYHMC/IeHHA KOCHHYCHOI MoAiOHOCTI MiX BEKTOPOM 3anuTy Ta
BEKTOpaMH B ©0asi, Wo [03BOJIAE MHTTEBO BigdinbTpyBaTH HaHGiAbII
pefieBaHTHHH KOHTEKCT i3 MacHBY JJOKYMEHTIB.

KpHTHYHHM BHKJHKOM NPH BHKOPHCTAaHHI reHepaTHBHHX MOJejieH y
npoueci HaB4aHHA € MiHiMizawia cxuabHocTi LLM go BuragyeBaHHs CI)EI}{'I‘iB,
BijoMOl AK «ramoluHalii». [lna supileHHAa uiel npodieMH pospobsieHo Ta
iMIIeMEHTOBAHO CTpaTerid CyBOPOro CHCTEMHOrO MNPOMIOTHHrY (System
Prompt Engineering). AnropuTM poboTH acHcTeHTa nepejbadyac AHHAMIYHe
(GOpMYyBaHHA 3aMHUTY [0 MOJei, AKHH CKIAJAEThCA 3 CUCTeMHOI IHCTPYKLI],
3HaHIEHOro0 KOHTEKCTY Ta be3nocepe HLOTO NHTAHHA KOPHCTYBaYa. CHcTeMHa
IHCTPYKLiA HakKnajaEe KOPCTKI 0OMe:KeHHSA Ha reHepauiw, 3ab00poHAIYH
MOJieNi BHKOPHCTOBYBATH 3HAHHA, W0 BHXOAATE 32 MEXi H3,aHOT'0 KOHTEKCTY.
JopaTkoBuM piBHeM BepHdikallil € peanizoBaHHH MeXaHi3M aBTOMaTHYHOrO
UMTYBaHHA: (iHaNbHA TEKCTOBAa BiANOBiA:E 0OOB'A3KOBO CYNPOBOLKYETHCH
baokoMm «/xepenar, Je nepepaxoBylOThC KOHKPeTHI HAa3BH JOKYMEHTIB Ta
HOMEPH CTOPiHOK, 3 AKHX B6y/10 B3ATO iHpopMalLLilo.

Anpo6auio po3pobaeHOro KOHCOJBHOrO 3acTOCYHKY NpOBeJeHO Ha
anapaTHid nuatdopmi cepefHBOro piBHA - NMEePCOHANBHOMY KOMN'KOTepi,
ocHauleHoMy BigeokapTow NVIDIA 3 o6carom eigeonmam'sTi 6 I'b. Ilig yac
EKCMIEPHMEHTIE OLIHIOBAJIHCA KIY0BI METPHKH MNPOAYKTHBHOCTI, L0
BIUIHEAKTE HA KOPHCTYBALBKHH AOCBIJ: 3aTPHMKA IPH BEKTOPHOMY MOLIYKY,
IWBHAKICTE reHeparil TOKEHIE MOBHOK MOJAENIK Ta MIKOBE CNOMHBAHHA
CUCTeMHHX pecypciB. Pe3ynbTaTH NigTBepAHAH e(eKTHBHICTb 06paHHX
MEeTOAIB ONTHMIiZalil, 30KpeMa KBaHTH3allil, 1o J03B0JAE CHCTEMI CTABINBHO
mpamiBaTH (€3 BHKOPHCTAHHA [JOPOTOBAPTICHHX CEePBEPHHX pillleHb.
YaaranbHeHi KilbKiCHI MOKAZHHKH TECTYBaHHA HABEJEHO B Tabaui 2.

Tabauys 2
Pe3ybTaTH TECTYBAHHA NPOAYKTHBHOCTI pO3p06/IeHOr0 aCHCTeHTa

ETan o6pobkH 3anuTy Cepeanii vac KomeHTap
BHKOHAHHA
BexTopK3auia 3anuTy 5-10c. Bukonyerkca Ha CPU, meuako
[Mowyk y ChromaDB 2-5¢c. [Mowyk cepeg ~10 000 dparmeHTiE
3apaHTameHHd KouTekeTy | 1c BuaobyBaHHA TEKCTY 3 METAJaHHX
l'eHepauia eignoeiai 30-120rc. JanewHTh Bl A0EMHHH BignoBigi Ta
(LLM) GPU
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TecTyBaHHA NoKa3ano, 1o CHCTeMa ycnilHo 06pobnse AK GaKToa0rivHi
3a0MTH (Hanpuknaj, npo ckaajg kadeapu), Tak i ananiTuyHi (ornag Tem
JHUIIOMHHX po6iT 3a neBHHH pik). BukopucranHa 4-6iTHOI KBaHTH3aLii
JI03BOJIHJIO JOCATTH cTabinbHol poboTu Mogeni Mistral-7B, BukopucToByouH
aume 4-5 I'B Bigeonam'aTi, W0 MiATBEPAXKYE MOXJIMBICTE PO3rOpTaHHA
CHCTEMH Ha OHKeTHOMY 0613 JHAHHI.

BucHoBKH. ¥V pe3yabTaTi BHKOHAHHA pPOOOTH BHpILIEHO HayKOBO-
NPHKAAJHY 3334y NigBHILeHHA eQeKTHBHOCTI iHGopmauiiiHoro nmowykKy B
ocBiTHEOMY cepefoBHuli. Po3pobineHo Ta JochifKeHO apxiTeKTypy
JNokanbHoro Al-acucTeHTa, AKHH NOEAHYE FreHEPATHEHI MOXJ/IHBOCTI BEJIHKHX
MOBHMX MoJenel i3 TexHosoriewn RAG. lle gozeonnno TpaHchopMyBaTH
CTATH4YHY 633y 3HaHb YHIBEPCHTETY B IHTEPAKTHBHOrO NOMIYHHKA, 34aTHOTO
HaZaBaTH BHYEPNHi BiANOBi/i HA OCHOBI HECTPYKTYPOBAHHUX JaHHX.

OcHOBHI HAYKOBI Ta NPaKTHYHI pe3yJbTATH PODOTH BKIYAKTh:

peanizauio MexaHi3My CeMaHTHYHOro aHanizy yKpalHOMOBHHX
TEKCTIB, 1110 A03BOJIH/I0O CHCTEMI 3HAXOAHTH PefeBaHTHY iHdopMaliw He 3a
KJW4Y0BHMH CJIOBAMH, a 33 3MiCTOM 3aNHUTY;

3abe3ne4eHHd MOBHOI ABTOHOMHOCTI CHCTeMH 3aBAAKH ONTHMI3alii
MoAeni Ansg pob0TH HA CNOKHBUYOMY 06/M3AHAHHI 3 oBMexeHMM 06CAroM
Bijeonam'ATi, 1110 BUK/IKYAE HeoOXiAHICTE BHKOPHCTAHHA NMIATHHX XMapHHX
pecypcis;

NiABHILEHHA PpiBHA aKajeMivyHol J06pOYeCHOCTI 3reHepOBaHHX
BIAMOBijeH MAAXOM BIPOBAEHHA AJTOPHTMIE AaBTOMaTHYHOrO {HTYBAHHA
Ta CYBOPOI MPHB'A3KH 10 KOHTEKCTY.

OTpumani pe3yabTaTH AOBOAATH, L0 3a0pPONOHOBAHMH MmiAgxig €
HafiHHOK Ta EKOHOMIYHO BHMNPaBJaHOK OCHOBOW Jad uUWdposisauii
VHIBEPCHUTETY, rapaHTYH4YH NPH LBOMY 3aXUCT KOHQigeHUiiiHOI indopmaii
Ta NePCOHANBHHX JaHHX KOPHCTYBAYiB.
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® [Mowyk: 'fiki MOBM NporpaMyBaHHA CTYASHTU BMKOPWUCTBYWTb HaiidacTiwe?'
v 3HaigeHo 8 (QparmenTie

@ rewepauis eianoeini...

v 3reHepoeaHo 3a 60.17c

® AcucTenT:

Ctyaentu THTY HaWvacTiwe BUKOPUCTOBYWTE MOBM nporpamyeanHsa Python Tta C/C++ gnAa pisHnx gocnigkeds 1 npoekTie.

MWTaHHA Npo MoOnNynApHiCcTe MOB nporpamyeadHHAa anAa eeb-gopaTkie Ta cucTeMu MOHiTopuHry gomedie Oyno posrnavyTe B keanidikauiiviid poboti [[Oxepeno 1]. Bignos
iaHo go usoro mkepena, anA po3pobku cucTtemu Byno obpano Python depes npocToTy cuHTakcucy, FHY4KicTb Ta wWEMAKiCTE Ha pi3HomaHiTHux OpedmeBopkax. [Ana cTeo

pPEHHA CMCTemMM BukopucToeByeaecAa Anvil.works, a cepeic Mamecheap API - anA MOHLTOPMHIY AOMeH1E.

Y pobori [[bkepeno 2] =sragyetecA, wo OinbwicTe cTyseHTcbkux npoekTie = IoT poszpobnawtsca Ha C, C++ abo Ix eapiaHTax, OCKiNbKM BOHWM € HaWMONYNAPHIWWMMM TH
namm mMoe AnA KoHTponepie. Kpim Toro, Java Takox BEMKOPUCTOBYETBCA ANA reHepaull koagy, a Node.js - y ogHoMy =31 3HaWAEHMX MOCWAHBb.

Y pobori [[Mkepeno 3] =raayetecA, wo Python € kpawwm ew@opom anA cucTeMm MOHITOpPMHrY Ta peecTpaull QOMEHHMX 1MeH 4Yepe= Woro MNpocToTy BWMBYEHHA Ta OaraTwil
Habip iHcTpymeHTiE.

Y poborti [[bkepeno 4] =ragyetecA, wo Python € BucokopieHeBow, iHTEepnpeTOBaHOW MOBOW MPOrpaMyBaHHA, AKa NiATPMMYE Kinbka napagvrM MporpaMmyBaHHA Ta Mae Mo
TyxkHUA Habip OibnioTek.

Y poboTi [[Mxkepeno 5] =raayeTecA, wo anA obpodku npupogHol moem Python ipeanbHo nigxoauTe Yepez Woro npocToTy Ta 4uTabeneHicTe kKoay.
Y poboTti [[xepeno 6] =
L Mkepena:

1. Pospobka aBToMaTMIOBaHOI CMCTeMW ANA CYNpoBoAy Mpouecie peecTpauyil Ta KUTTEBOrO LMKAY AOMEHHWX iMeH
AeTop: @ May Oner Iropoewud, 2824, Pik: 2824

2. Ananiz meTogonorii pozpobkn IoT-cucTem = eukopucTadHHam Agile-TexHonorii
AeTop: @ lecHwk Tetada Omenaniewa, 2824, Pik: 2825

3. Pozpobka gopaTky eigeoTpadHcnAauil nig mobinewi npucTpol Ha Bazi onepauidHol cuctemu Android
AeTtop: @ Bongmapenko Bnagucnae Cepriioeuu, 2824, Pik: 2025

4. NlocnigxeHHA BnAMBY MeToaie nonepeaHbol obpofikM TekcToBux AaHuX Ha AKIiCcTe knacu@ikaulWHMX MoAened MaWMHHOrO HaBYaHHA
AeTop: @ Uumbanwk Tnif Onekcawap Borpanoewmy, Pik: 2825

5. [docnigkeHHA 3acTOCYBaHHA MeToAle WTyYHoro ivTenekTy anA obpobkw npupogHol moeu =zacobamn rambuHHOro HaBYavHA
AeTtop: @ Knumko Irop Muxainoeuwud, 2824, Pik: 2025

6. MeTogm Ta anropuTmu cTeopeHHA DezwoeHoro naHopamHoro zobpaxenHa iz wabopy doTorpadin
AeTop: @ Pomancekumid Ctenad Bonogumupoewd, 20825, Pik: 2825
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