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Summary. Recently, e-education around the world is developing rapidly and the main problem is the
timely provision of students with quality educational information. A significant impetus for this is the global
epidemic of covid-19.

The problem of implementing e-education cannot be solved without analysing the large flow of
information coming into the information environment of e-education from participants in the educational process —
students, teachers, administration, etc. In this environment, there are a large number of different types of data,
both structured and unstructured, which are difficult to process by traditional statistical methods. The aim of the
study is to show that the development and implementation of successful e-learning systems requires the use of new
technologies that would allow the storage and processing of large data streams.

Large amounts of disk space are required to store large data. It is shown that to solve this problem it is
expedient to use cluster technology NAS (Network Area Storage), which allows to store information of educational
institutions on NAS - servers and to have access to them from the Internet. To process and personalize Big Data
in the e-learning environment, it is proposed to use technologies MapReduce, Hadoop, NoSQL and others. The
article provides examples of the use of these technologies in the cloud environment. These technologies in e-
learning make it possible to achieve flexibility, scalability, accessibility, security, confidentiality and ease of use
of educational information.

Another important problem of e-learning is the discovery of new, sometimes hidden, relationships in
big data, new knowledge (data mining), which can be used to improve the educational process and increase the
efficiency of its management. To classify electronic educational resources, identify patterns (patterns) of students
with similar psychological, behavioural and intellectual characteristics, the development of individualized
curricula in the article it is proposed to use methods of big data analysis.

The article shows that to date, many software applications have been developed for big data mining.
These software products can be used for classification, clustering, regression and network analysis of educational
information. The application of these methods in e-education will allow teachers to receive timely information
about students, to respond quickly to any changes in the learning process, to make timely changes to educational
content. The obtained results of the research are offered to be used for development of recommendations at
creation of electronic courses in higher and secondary educational institutions of Ukraine.

Key words: e-learning, big data, big data analysis, data personalization, big data management,
MapReduce, Hadoop, NoSQL, data mining in e-learning.
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Introduction. Recently, e-learning has become a trend in the education systems of
many countries. Thus, in the United States, e-learning has become the most promising strategy
in the national education system. This is evidenced by the data of the American e-education
consortium «Sloany, according to which, in general, in the fall of 2014, 5.8 million students
studied remotely, of which 2.85 million studied on-line from all courses, and 2.97 million — for
some courses of the curriculum.

Globally, seven trillion dollars were spent on the development of e-learning in 2011 and,
according to analysts, each year will increase by 25% annually.

Over a long period of time in the systems of electronic education of educational
institutions accumulates a huge amount of information about various aspects of the educational
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process: students, their success and attendance, teachers and their research, educational and
administrative activities, educational content (text, audio, video), etc. This data must be
efficiently stored, processed and analyzed. New technologies, often referred to as Big Data
technologies, are needed to process large archives and large data streams.

The term Big Data refers to large and complex data sets that can be structured or
unstructured and take up a very large amount of disk space. In the field of e-learning, big data
covers three aspects: volume, speed and diversity.

Data Mining in e-learning for big data analysis. Data Mining technologies began to
develop in the middle of the last century and only at the beginning of this century these
technologies began to be used in education. One of the founders of the use of these technologies
in education is Ryan Baker (Ryan Baker) — a professor at Columbia University [8]. These
technologies are called EDM (Educational Data Mining). During this period, in connection with
the increasing use of information technology in education, the amount of processed information
increases sharply, the algorithms for processing this information are improved.

EDM technology is based on the concept of patterns of behaviour and personal qualities
of students [9]. The use of these technologies in the field of education allows to find out which
subjects cause great difficulties for students, which tests they cope better with, what form of
classes they prefer, which topics they are most interested in and how to optimally build a
curriculum so that students acquire those competencies which he will need in the field of his
future professional activity.

An example of the use of EDM can be the following task: Are there examples
(templates) of grades obtained by graduates who would then be able to find a job that meets
their requirements within a short time after graduation.

The main objectives of the use of Data Mining in education are: 1. Classification —
assigning objects (observations, events) to one of the previously known classes. Many different
models are used for classification in Data Mining: neural networks, decision trees, the method
of k-nearest neighbours [10].

Mathematically, the classification problem can be written as follows. There are some
set {X} descriptions (characteristics) objective and, and a set of classes {Y}.

There is some objective function «f» that converts «X» to «Y» in the training sample
{Xm}. Xm = {(x1, y1), (X2, y2), ..., (xm, ym,)}, where x1, X2, ... xm are vectors of feature
features of objects, and y1, y2, .. ., ym is the name of the classes to which the corresponding
sample objects belong.

You need to build an algorithm that converts the set X to Y, able to assign a new (non-
sample) arbitrary object X to one of their classes B.

For example, the degree of similarity of objects, and hence the probability of their
belonging to the same class, can be determined on the basis of the distance between their points
in the feature space (the method of k-nearest neighbours). The smaller the distance between the
feature vectors, the more similar the corresponding objects are.

Another method used for classification problems is the decision tree method, which is
designed to break down the original data into groups until sets consisting of homogeneous
(similar) data are obtained. Graphically, it can be represented in the form of a tree (hierarchical)
structure, in the nodes of which decisions are made and there is a branching (English:
branching) — division into branches (English: branches), depending on the choice made. In the
nodes there is a branching of the process, ie its division into so-called branches, and the final
(or, what is the same, terminal) nodes are called leaves (English: leafs, leaf nodes), in which
the final result (decision). The data of the end node belongs to one class.

Examples of the use of classification problems in e-education are:

1. Classification of electronic educational resources (by functional feature that
determines the value and place of educational resources in the educational process, by the text
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of the resource, by the nature of the information presented, by the form of presentation, by
purpose, etc.); classification of test tasks (according to different levels of difficulty, taking into
account the individual pace of work, taking into account the individual capabilities of the
student). When solving this task, it is possible to adjust the number of proposed tasks depending
on the level of development of the student.

2. Regression, including forecasting tasks. The use of regression methods will simulate
the impact of one of the parameters on another, to establish the dependence of the output
parameters (objective functions) on the input variables (factors). This allows you to find out if
you really achieve the desired result if you change the value of the selected parameter. Solving
regression problems will allow to predict the results of final exams, the level of competencies
of the graduate, the demand in the labour market and the level of their wages after employment.
On the basis of which it is possible to identify the degree of influence on the formation of such
factors as the need for specialists; university resources (including funding), the degree of
introduction of information and telecommunications technologies in the educational process,
the level of staffing of universities, teachers' salaries, etc.

3. Clustering — the division of the whole set of objects (observations, events) that are
closest to each other in a number of features or properties, into clusters. Similar objects should
appear within each cluster, and objects should be different in different clusters.

As a result of application of the cluster analysis it is necessary to solve the following
tasks:

1) Select objects to cluster.

2) ldentify the many criteria by which objects will be evaluated in the sample.

3) Apply one of the methods of cluster analysis to create groups of similar objects
(clusters).

4) Visualize the results of the analysis.
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Figure 1. A fragment of visualization of student interaction in a social network

After obtaining and analysing the results, it is possible to adjust the selected metric and
clustering method to obtain the optimal result. Clustering tasks in education can be used, for
example, to identify students with similar psychological, physiological, behavioural, and
intellectual characteristics. It is possible to identify how these behavioural patterns (patterns)
affect success in different activities, which teaching methods are effective in relation to students
with different stereotypes of thinking and psyche. Based on the clustering data, it will be
possible to develop individualized curricula for individual groups of students, taking into
account the duration of training, the trajectory of the material, the degree of complexity of tasks
and other characteristics of the discipline.
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4. The next important area of big data analysis is the analysis of social network data.
The fact is that most of the time students spend outside of school — in social networks, where,
communicating with peers, exchange information, collaborate, create shared online content,
which can then be used in the educational process. Due to the fact that students are more
comfortable in the social network than in reality (not under the control of the teacher), the
information extracted from social networks, unlike other sources, may be more objective. From
social networks, you can get information about the student's connections with his peers, his
interests, movement on the network, activity (frequency of entry into the network and time of
his stay in the network), etc.

The analysis of social networks is based on the mathematical theory of graphs, which is
presented in the work of the Hungarian mathematician Erdos [11]. Mathematically, a network
is a set of nodes (in our example, students of educational institutions) connected by lines that
characterize the relationship between nodes. Each relationship connects several nodes. The first
fundamental studies of social networks date back to 1979 and are reflected in the work of
Wellman [12]. They developed cluster modelling algorithms and basic metrics for the analysis
of social networks.

The first step in network analysis is data visualization. Visualized graphs allow you to
identify the nodes that are closest, to find dense clusters of activity. One of the main parameters
of the graph is «Degree centrality», which expresses the ratio of the number of strings of a
certain node to the total number of other nodes. If for some node this parameter is equal to 1, it
means that this node is connected to all other nodes of the network, if it is equal to 0, then this
node is isolated. This indicator shows the degree of «celebrity» of the node, shows that the
student has a great influence on others. Figure 2 shows a fragment of a visualized graph for
analysing student interaction on a social network. The figure shows that the user of the network
R1 has a higher degree of centrality than the user R3 (R3 leaves fewer communication lines
than the node R1)

Software applications for data mining in e-learning. To date, many software
applications have been developed for data mining. Thus, for classification problems, an
algorithm called C5.0 is widely used, which is a standard decision-making procedure
developed by programmer J. Ross Quinlan [13]. There is a free version of the package on
the Internet (http: // www.rulequest.com), which implements this algorithm. With this
package you can solve the problem of classification from different areas, including e-
education, you can break down educational information on the basis of a large number of
levels. This package can be used to analyse not only numerical but also nominal data;
provides processing of the missed data. Only the most important features of objects are used
to build a decision tree (selects from many factors only those that strongly influence the
result of classification). The weakness of the application C5.0 is that the classification tasks
require a relatively small sample size, even small changes in the training sample greatly
affect the result. In general, this package is considered more efficient than other applications
for classification.

For classification problems, another algorithm called CART (classification and
regression trees) is widely used - for classification and regression using the decision tree [14].
Unlike C5.0, in the CART algorithm, decision nodes have two branches (binary representation
of the decision tree). The result of the classification may be, for example, the answer to the
question:

«Will the one who is successfully passed the exam pass or not?»

The next widely used algorithm for classification problems is the SVM (Support vector
machine) method. For classification problems, this algorithm uses a hyperplane to divide the
data into two classes. That is, if we have a set of data about each student: grades received for
the semester, missed classes, the level of activity in the classroom, the degree of homework,
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etc., you can use this data as input to the algorithm. Each of these parameters is a measurement
in n-dimensional space. SVM displays these parameters in this space and finds a hyperplane to
divide this data into classes.

Algorithms are widely used for data clustering problems: k-means and c-means. The
first of these algorithms is used for hierarchical clustering problems. In hierarchical clustering,
at the very beginning, each object is placed in a separate cluster, then, these clusters are
combined into larger clusters, a system of nested partitions is built. That is, at the output we get
a tree of clusters, the root of which is the whole sample, and the leaves — the smallest clusters.
The optimality of partitioning into clusters is determined by the requirement of minimizing the
rms error of partitioning (k-means).

The second algorithm is used for fuzzy clustering, when each object is associated with
a set of real values that show the degree of assignment of the object to the cluster with a certain
probability.

The next algorithm used for data clustering purposes is the EM-algorithm (Expectation-
Maximization), which is iterative. In the first step of iteration (expectation) the probability of
belonging of each data point to a cluster is calculated, in the second step — (Maximization)
model parameters are updated according to the cluster distribution carried out in the previous
step. Based on the EM algorithm, we can make assumptions about the contents of the cluster,
and which cluster should include the new data. The software implementation of the algorithm
can be found at http: // www. mathsisfun.com/data/index.html.

MySpace software application is used for Social Network Analysis (SNA) [15]. The
analysis of social networks is aimed at studying the relations between people, considers social
interaction in terms of network theory. These terms include nodes (individuals within a
network) and links or references (representing relationships between individuals).

MySpace can be used to interpret and analyse the structure and relationships of students
in solving common problems or in interactions with different means of communication.

With the help of log files, you can track information about those who study on social
networks (Twitter, Facebook, etc.) — measure the number of messages in chats and links to
different sections of the research topic, contacts between participants and the number of
questions asked by teachers.

Cloud technologies for storing big data e-learning. Large amounts of disk space are
required to store large data. Other projects of Hadoop technology are applications: spark apache
and apache storm [19]. These programs make it easy and reliable to work with NAS (Network
Area Storage), which involves connecting storage devices directly to a local or distributed
computer network that uses the TCP/IP protocol. This network allows users to store files on
NAS servers and share them with a browser or its network address. Operating system The NAS
cluster infrastructure consists of several interconnected storage (repositories) of information,
allowing users to share information available there and search. Figure 3 shows the NAS
architecture.

According to experts, the volume of the NAS technology market will reach
$ 7 billion by 2017. More than others, these technologies are used by the United States and
Western Europe, but in the coming years in the Asia-Pacific region is also expected to grow
by 14.1% [16].

Given the vast amount of information that is generated every day around the world, it is
not surprising that organizations are looking for more efficient and cheaper storage devices,
which are now networked storage, to which you can add new drives if necessary. However, it
is already clear that with the advent of the era of cloud technology, big data analysis and the
Internet of Things, real-time access to data requires a new approach to both data storage
optimization and access to that data.
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Modern cloud technologies to support the requirements of "Big Data" storage and
software offer users storage optimization, security, flexible delivery methods and scalable
infrastructure.

Clouds can contain not only huge amounts of raw data, but also data in their original
format. New technologies allow them to be processed when needed. For example, Java-based
Hadoop allows analysts to store vast arrays of data by hosting them on a large number of low-
cost servers and then, using MapReduce on a Java virtual machine (JVM), to coordinate,
aggregate, and process data [17].

In connection with the above, it should be noted the joint project of the Madrid Research
Institute IMDEA Networks, the Polytechnic University of Madrid and the King Juan Carlos
University project Cloud4BigData [18]. The project aims to integrate and integrate
differentiated and specialized technologies into a single, unified platform, takes into account
the requirements of cloud data technology, «Internet of Things» and «smart» — technologies
and allows e-learning to achieve: flexibility; scalability; accessibility; Processing in parallel
handles unlimited real-time data streams, gradually zoom in and save the infrastructure without
data loss. Spark is a project of the University of Berkeley Laboratory (2009 USA), used to
process unstructured and poorly structured data. It consists of a kernel and a number of
applications for query processing (Spark SQL), settings for processing streaming distributed
data (Spark Streaming), a set of machine learning libraries (Spark MLIib), software for
distributed graph processing (GraphX).

In addition to Apache Spark and Storm, another project of interest to Java developers —
DeepLearning4J [20], designed to build a machine learning library for Java and Scala,
integrated with Hadoop and Spark, can import data from the network and create a multilayer
neural network, use learning algorithms with and without a teacher to solve problems. This
project can be used to solve the following e-learning tasks: face or image recognition; voice
search; language recognition (converting it into text); regression analysis of data, etc.

All these tasks require the processing of large amounts of data using modern
technologies and software, such as Map Reduce, NoSQL, Hadoop and others.

Conclusion. The concept of big data and methods of their analysis have recently been
used to manage enterprises in the manufacturing sector. These technologies can also be applied
to e-learning, including data processing decision-making, financial planning and student
performance monitoring. Big data allows you to save the learning experience, give a picture of
each student's learning. By analysing this information, with the help of Data Mining, e-course
specialists can develop individual learning trajectories and adapt the learning process to meet
the needs of each student. Data analysis will improve the model of the student, will allow
researchers to obtain detailed information about the characteristics of the student or his
condition, such as knowledge, motivation, to study what factors affect the increase of learning
material, and what hinders this process. Data Mining in e-education will allow teachers to
receive timely information about students and respond quickly to any changes in the learning
process, make timely changes to educational content.
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TEXHOJIOI'TI IPOEKTYBAHHS TA INPOI'PAMYBAHH BEJIMKHUX
JAHUX B EJIEKTPOHHIN OCBITI

Poman Xpadarun; Bikropia banaypa; Haranis llIkoabHa;
KOpiii XpadaTun

leano-Dpankiecokuli HAYIOHATLHUL MEXHIYHUL YHIBepcumem Hagmu i eazy,
leano-Dpanxiecvk, Ykpaina

Pe3ztome. Ocmannim yacom enreKmpoHHA 0c8ima 8 ycbomy ceimi cmpimko pozeugacmuvcs. OCHOBHOIO
npobremolo cmac ceocyacHe 3abe3neueHHs CmyoOeHmis AKICHOW HAGUANbHOIO IH@opmayicio. 3uaunum
nOWmMogxom 01 Yybo2o € 2nobanvna enidemis COVid-19. 3aedanns enposaddicenms enekmponHoi oceimu
HEeMOJICIUBO SUPIMUMU Oe3 AHANI3Y 6eIUK020 NOMOKY IHhopMayil, wo Haoxooums 6 ingopmayitine cepedosuiye
eeKMPOHHOT 0C8IMU 610 YUACHUKIB 0C8IMHbO20 NpoYecy — cmyOeHmis, gukiaauis, aominicmpayii i m.o. ¥ yvomy
cepedosuwji iCHye 6eluUKa KiIbKICMb DI3HUX MUNi@ OAHUX AK CMPYKMYPOBAHUX, MAK | HeCMPYKMYpOBaHuXx,
ONPAYIOBAHHA AKUX BANCKO 30IUCHUMU MPAOUYIUHUMU CMAMUCIMUYHUMY Memodamu. Mema Oocniodcenus —
nokasamu, wo Ons po3pobieHHA [ YNPOBAONCEHHs YCRIWHUX CUCHEM eleKMPOHHO20 HABUAHHA HeoOXiOHO
BUKOPUCIMOBY8AMU HO8I MEeXHON02Ti, AKI 6 00360UMU 30epicamu il ONpaybo8ysamu 8eiuKi NOmMoku oanux. [
30epicanns GeauUKUX OaHux nompiben eeruxuil 06cse ouckosoi nam'smi. Ilokazano, wo 0ns eupiwenus yici
npobaemu 00YiIbHO GuKopucmosgysamu Kiacmepry mexuonoeiio NAS (Network Area Storage), wo 0ozeonse
30epicamu ingopmayiio nasuanrbhux 3ax1adie Ha NAS — cepsepax i mamu 0o nux 3azanvuuti docmyn 3 Inmepremy.
Jna onpayiosanna i nepcouanizayii 6enuKux OAHUX ) cepeoosUi eleKmpOHHOI O0C8imu 3anponoHo8aHo
suxopucmosyeamu mexronozii MapReduce, Hadoop, NoSQL ma inwi. HHago0smocs npukiadu 6UKOPUCMAanHs
Yux mexHo02il y XmMapHomy cepedosuwyi. Lli mexnonoeii 6 enekmponuii 0ceimi 003805110Mb 00CAZMU SHYYKOCMI,
macwmabosarocmi, docmynHocmi, 6esneku, KOHQIOeHYilIHOCMI ma NpoCMOmu SUKOPUCNAHHSA HABYATbHOL
ingopmayii.Tlokasaro, wo Ha cb0200HI po3pOOIEHO be3Niy NPOSPAMHUX 000AMKIG 0I5l IHMENeKMYAIbHO20 AHALI3Y
senukux Oanux. L{i npoepamui npodykmu modcHa suxopucmamu 015 Kiacugikayii, kiacmepusayii peepecitinozo
1l Mepedce8o20 aHANi3y HasuanbHOI iHhopmayii. 3acmocysanus yux memoodié 8 eleKmMpPOoHHIl 0C8imi 00380aUMb
nedazoeam C60€UACHO OMPUMYBAMU IHOPMAYIIO NPO YUHIE, ONEPAMUBHO peasysamu Ha OYOb-sKi 3MIHU npoyecy
HABYAHHS, CBOEYACHO GHOCUMU 3MIHU 6 Hasuanvbhull Kowmenwm. Ompumani pe3yiemamu OOCHIONCEHHS
3anpOnOHOBAHO BUKOPUCIOBYB8AMU OISl BUPOOIEHHS PEKOMEHOAYill NPU CME8OPEHHT eNeKMPOHHUX KYPCI8 ) 8UUUX
i cepedHix naguanbHux 3axnadax Yxpainu.

Kniouosi cnosa: enexmpouna ocgima, @enuxi Oawi, aHamiz GeIUKUX OAHUX, NEPCOHANI3AYI OAHUX,
ynpasninns eenuxumu oanumu, MapReduce, Hadoop, NoSQL, data mining.
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