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IHEPEAMOBA

3anponoHOBaHE BUJAHHS MPU3HAYEHE ISl CTYACHTIB (PaKyIbTeTy 1HO3EMHUX
MOB OCBITHBOI MporpamMu “AHIIINCHKO-YKPATHCBKUNA MEpeKyan’, a TaKoX IS
CTYJEHTIB TEXHIYHHUX CIELIaIbHOCTEH, SIKI BUBYAIOTh KOMIT'IOTEPHI HAYKH Ta
1HpOopMaIliiiHl TEXHOIOTi.

l'omoBHa MeTa BUAAHHS TOJATAa€ Y PO3BUTKY 1 BIOCKOHAJEHH1 JOCIITHUIIBKUX
HAaBUYOK TMepeKiajzaya sK OCHOBU MalOyTHbOi mpodeciitHoi aisnmbHOCTI. [lichs
BUBYCHHS HABUAJIbHOI JUCHUIUIIHM  CTYJEHTH 3HAaTUMYTh Ta BMITHMYTh
3aCTOCOBYBATH IiJ] YaC HAMMCAHHS BUMYCKHOT KBaJi(piKaliifHOT poOOTH METOI0JIOT1IO
1 METOAM JOCHKEHHS aKTyaJlbHMX HamnpsMiB CYy4acHOi JIHTBICTUKH Ta
NepeKIag03HaBCTBRA! CEeMAacloJIorii, OHOMACIOJIOT1], [ICUXOJIIHTBICTUKHU Ta
€THOTICUXOJIIHTBICTUKH, KOTHITOJIOT1i, (DYHKI[IOHAJIHOI JIIHTBICTUKH, TEOPii TEKCTY,
KOMYHIKaTUBHOI JIIHI'BICTUKH, COI[IOJIIHTBICTHKH.

Jlo ckinagy BUIaHHS BXOJUTh MEpENiK TeM JEKIIHHUX, CEeMIHapChKUX Ta
IHAMBINYyaJIbHUX 3aBIaHb, 3alUTaHHA [UIsI CAMOKOHTPOJIIO, aJanTOBaHI TEKCTU 3
KJIaCU4YHOI JIIHIBICTUKM Ta IEpeKJIaJ03HABCTBA, MaM ATKa Il HalMCAaHHSA
JOCTITHAIILKOT poOOTH 3 JIHTBICTHKHM Ta TMEPEKIa03HABCTBA, TJIOCApId TEPMIHIB,
PEKOMEHI0BaHa JIiTepaTypa.

[TiniOpanuii TeKCTOBUM MaTepial € HEoOXITHOK CKIIAJIOBOIO IMpoliecy ¢GaxoBoi
MIATOTOBKM MAaMOYTHIX CIIEMIaNiCTIB, SKHH CHPHUSE OCBOEHHIO TEPMIHOJOTIYHOT
JIEKCUKH Ta TOTOBHOCTI JI0 HAMMCAHHS BUITYCKHOI KBamidikaiiitHo1 poboTu.

I'mocapiii  TepMiHiB B KIiHIII IMOCIOHMKA IIOJIETIIMThE CaMOCTIHHY poOOTYy

CTYJICHTIB 13 HABYAJIBHUM MaTepiajioM.



TEMA 1. HAYKOBE JOCJITKEHHSA K CKJIAJTOBA OCBITHBOI'O
HPOLECY. CTPYKTYPHI METOIM JIHI'BICTUYHOI'O AHAJII3Y

Kuiro4oBi TepMiHu Ta HOHATTS

e MeTo/ OIMO3HMITIHN

e JlucTpuOyTUBHUI METOA

e BaneurHicHUN aHAII3

e Amnai3 3a 6e3nocepeIHIMU CKJIaJHUKaMU

e Tpanchopmariiitnuit anami3

Temu JeKIiHNX 3aHATH

1. OcHOBHI CTPYKTYpPHI Ta SKICHI XapaKTePUCTUKH HAYKOBOTO JOCITIKCHHS.

2. CTpyKTYpHI METOJH JIHTBICTUYHOTO aHATI3Y.

3. Bubip merony nocmimkenHs. Meroa ono3umii. J[ucTpuOyTHBHUNI METO.
BanenTHicHui aHamis.

4. Amnami3 3a 6e3mocepeHIMU CKIIaJHUKaMu. TpaHchopmaliiiHuii aHai3.

Temu NPAKTHYHHX 3aHATH

1. Posib HAyKOBOTO JOCTIHKEHHS B CYy4aCHOMY OCBITHBOMY TTpoIIeci

2. CtpykTypanizMm sk HaykoBUW HampsiM. CTpyKTypHI METOAM JIIHTBICTUYHOTO
aHajizy.

3. Meton ono3uii. JuctpuOyTuBHMI MeTon. BaneHTHiCHUN aHami3. AHa3 3a

Oes3mocepenHiMU CKIIaqHUKaMu. TpaHchopmalliitHuil aHami3.



ITuTaHHA 18 CAMOKOHTP0JII0

o fKxa ponb cmpykmypanizmy 8 CyuacHiu aiHegicmuyi ma nepekiado3Hasmcai?

o Ha3zeimb 0CHOBHI cmMpPYKMYpHI Memoou JiHe8ICMUYHO20 aHanizy. Akuil i3 HUX €
HaUbIIbUW NPOOYKMUBHUM ) HAYKOBOMY OOCHIONCEHHI?

o Ax 6ubip memoody O0O0CHONCEHHs BNIUBAE HA OO0CMOGIPHICMb OMPUMAHUX
pe3yrbmamig?

o Hasedimv npuxiadu 3acmocy8anHs Memoody Ono3uyiu, OUCmpubdyYmueHo2o
Memooy, 6AleHMHICHO20 AHANi3y, AHANi3y 34 0e3n0cepeoHiMU CKIAOHUKAMU,

Mpancoopmayitinoco ananisy.



TEMA 2. JTAXPOHIYHI I CUHXPOHIYHI ACIIEKTH Y
MOBO3HABCTBI TA IEPEKJIA/IO3HABCTBI

Kuiro4oBi TepMiHu Ta HOHATTH

e MeToau 31CTABHOIO BUBYEHHSI MOB
e [lopiBHAJIBHO-ICTOPUYHUN METO]T

e 3iCTaBHUUN METOJ

Temn NPAKTHYHHX 3aHATH

1. JliaxpoHis 1 CHHXpOHII B MOBO3HAaBCTBI Ta MepeKag0o3HaBCTBI. [ 0y0BHI
BUKJIMKU.
2. TlopiBHsUIbHO-ICTOPUYHE MOBO3HABCTBO. OCHOBHI NPUIIOMHU Ta MPEACTABHUKH.

3. 3ictaBHuil MmeToa. [IOHITTS CHHXPOHIT y MOBO3HABCTBI Ta MEPEKIIaI03HABCTRI.

Iurannsa s CAMOKOHTPOJIIO

e [loacHimb YoMy 6 NOPIGHANILHO-ICMOPUYHOMY MOBO3HABCNBI BUBUAIOMBCS He
oKpemi MO8HI ¢hakmu wu seuwa, a ixwi cucmemu. y ¢pononozii — cucmema
gonem, y mopghonozii — cucmemu epamamudnux opm, ixXmix napaouem, y
JIeKCUYl — O3HAYEHHSL B3AEMO38 ' A3AHUX NOHAMb MOWO.

o fxy poav gidicpac pekoHcmpykmypuzayis Qakmié Ha OCHO8I cucmem
8I0N0BIOHOCIEN MIJNC CNOPIOHEHUMU MOBAMU?

o Ha3zsimb 20108HUX NPEOCMABHUKIE NOPIGHANbHO-ICIMOPULHOSO MOBO3HABCMEA.

Y yomy nonseana mema ixnix Haykoux npays?



o fxi nepcnekmuu po3eUMK)y Memoodig 3ICMABHO20 MA NOPIBHAIbHO-

iCl’I’lOpM‘lHOZO BUBYEHHS MOB?

e Bukopucmogyrouu KOMRApAMUSHUL aHANi3, 30IUCHICMb NepeKIa0aybKull

ananiz ¢pacmenmie cmammi 3 pozoiny «31 CKAPBHHI]I CBITOBOI
JIIHTBICTUKHU TA IIEPEKJIA/JO3HABCTBA» (na eubip).



TEMA 3. CEMAHTHUKA SIK KJIIOUOBUH HATIPSIMOK
JIHI'BICTUYHUMI TA NEPEKJIAJIO3SHABUUX JOCJIIIXKEHD

Kuiro4oBi TepMiHu Ta HOHATTH

MeTou CeMaHTHYHOTO aHATI3y
KoMmioHeHTHHUH aHai3
CeMaHTUKO-CUHTAKCUYHUN aHaJIi3

KonTekcryansHuit anamiz

Temn NPAKTHYHHX 3aHATH

H W o

CeMaHTHKAa 1 ceEMAaciOJIorisl.

CeMa sIK OOUHHUIL 3HAYECHHS.

CemaHTHKa y IporpaMyBaHHI — BUKJIUKH ChOT'OJICHHS.

KommnoHneHTHHUI Ta  KOHTEKCTyaJbHMM aHami3 y  MOBO3HABCTBI Ta
NepeKIIaI03HABCTBI.

Oco0MBOCTI CEMaHTHKO-CUHTAKCUYHOTO aHAII3Y.

Iurannsa s CAMOKOHTPOJIIO

Konu 3apoounacs cemanmuxa?

Haszeime sudamrnux 8imuu3HaHux ma iHO3eMHUX CEMACionozis.

Ilpoananizytime ocHosHi pieHi MOBHOI cmpykmypu. AKy poiv y Hill eidiepae
cemanmuka?

Ll]o maxe npacwamuxa?
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o fxuu 36 430K MIidC Npazmamuko0 ma CUHMaKkcucom?
o [Ipoananizyiime oowy i3 npayv B. Jlesuyvkoco. Hanuwims me3u na obpauy

memy ma euoKpemnie KA10408I1 C108q.



TEMA 4. METOJOJIOI'TYHA OCHOBA MOBO3HABYMX JOCIAXXEHD

Kiiro4oBi TepMiHu Ta NOHATTSH

e Meton

e MeToa00r1s

e TexHOoJIOrd AIHIBICTUYHOIO JOCIKECHHS
e ETanu HayKOBOTr'O JOCII)KEHHS

e JlinrsicTuka ta ii 00’ €KT

e HaykoBi mapaaurmMu B MOBO3HABCTBI1

Temu NPAKTHYHHX 3aHATH

1. ®dinocodchKO-METOAONIOTTUHE MIATPYHTS JIHTBICTUYHUX JOCHIIKECHb.
2. BunmaHTHI yKpaiHChKI BUCHI-MOBO3HABIII Ta iX POJIb Ha CTAHOBJICHHS Ta
PO3BHTOK CBITOBOI JIIHTBICTHKH.

3. 3arajibHi METOIOJIOT14HI MPUHITUIIN CY9aCHOTO MOBO3HABCTBA.

IIuTaHHA 119 CAMOKOHTP 0JII0

o YV yomy nonseac pisHuys mMidc NOHAMMAMU Mmoo [ MemoouKa HayKko8o20
00CNi0HCEeHH?

o Ha3zsimb 0CHOBHI HANPAMU NIH2BICMUKU MA NPOBIOHUX YUEeHUX-TIH2BICIE.

o Aki npayi cmanogname Qinocopcoko-memoooo2ivne niorpyHms
JIHEBICMUYHUX OOCTLIOIHCEHD.

L BMOerMI’I’le 3a2a/IbHI Memo00I021YHI npurRyunu Cy4acHoco mMoe03Haecmaed.
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TEMA 5. METOJIOJIOTTYHA OCHOBA TIEPEKJIATO3HABUMX
TOCJIIKEHD

Kuiro4oBi TepMiHu Ta HOHATTS

ITepexnano3HaBcTBO

TexHomoris nepeksia03HaBYOro JOCI1IKCHHS

Eranu MCPCKIAT03HABYOT O I[OCJ'IiI[}KeHHSI

HaykoBi mapaaurmMu B nepekiiaio3HaBCTBI

Temn NPAKTHYHHX 3aHATH

1. ®dinocodchKko-METOAOJIOTTUHE MIATPYHTS TePEKIIaI03HABYMX JTOCIIIKEHb.

2. 3arajibHi METOJI0JIOT14HI MPUHITUITN CY9acHOTO MePEeKIIaI03HABCTBA.

Iurannsa s CAMOKOHTPOJIIO

o Slka mexHonozia nepexiado3Hasguo2o 00CIiONCeHHA?

e Ha3zeimb 0CHOBHI HANPAMU NEPEKIAO03HABCMEA MA NPOBIOHUX VYEHUX -

nepexia003Hasyis.
o AKy mMoorcaugicms 0ae BUKOPUCNAHHS KOPHYCi8 meKcmia?

o ki ninegicmuuni ma nepexiado3HA8Yl 3A80AHHA MOJCHA BUPIULY8AMU 34

00NOMO20H0 KOPNYCig?
e fKi nepcnekmuu cyuacHo2o nepekiado3Hascmea?

o  OyiHimb ponb WMYYHO20 IHMENEeKmM) ) NepeKiad03HABYUX PO3BIOKAX.
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TEMU IHAUBIAYAJIBHUX 3AB/IAHDb

Hanucamu nayko6o-00ciiony pooomy Ha 00Hy 3 HUMCUE 3anPOnOHOGAHUX MeM

ma ckaacmu 8i0onoeioHuIl 6idiozpaghiunull ROKANCYUK:

. Oppositional analysis.

. Distributional analysis.

. Immediate constituents analysis.

. Transformational analysis.

. Comparative method.

. Contrastive method.

. Componential analysis.

. Semantico-syntactic analysis.

. Contextual analysis

10.Discourse analysis.

11.Conversation analysis.

12.Conceptual analysis.

13.Frame analysis.

14.Statistical methods.

15.Corpus-based approaches to linguistic analysis
16.Typical structure of a research paper in linguistics.
17.The structure of empirical investigation.
18.Stylistic, formatting and citation conventions in linguistics.
19.Use of examples. Illustrative material. References.
20.Types of academic works.

21.Electronic information resources

22.Finding appropriate academic material.
23.Evaluating academic material.

24.State intellectual property service of Ukraine.

O©CoOoO~NO OIS, WN -
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31 CKAPBHMIII CBITOBOI JIIHI'BICTUKH TA
HEPEKJATO3HABCTBA

LEONARD BLOOMFIELD «LINGUISTICS AND MATHEMATICS»!

Marcus Tomalin

1. Introduction

Although Leonard Bloomfield (1887-1949) has long been recognised as one of
the leading linguists of the first half of the 20th century, and, although in recent years
various aspects of his work have been subjected to renewed scrutiny, there are still
several strands of his research that remain largely unexplored. 1 In particular,
Bloomfield’s knowledge of developments in specific branches of contemporaneous
mathematics, and the consequences this had for his approach to linguistics, are issues
that have never really been discussed in sufficient detail. For instance, although
Bloomfield’s interest in the work of the Vienna Circle has been considered in the
past, there has been no extensive attempt to elucidate the precise nature, and full
extent, of his familiarity with symbolic logic, recursive function theory, and the
technical machinery of Hilbertian Formalism. In addition, although it is known that
Bloomfield produced at least one lengthy unpublished manuscript that was primarily
concerned with the foundations of mathematics, the implications this research had for
his more mainstream linguistics work have never been adequately considered.
Accordingly, in this paper, a preliminary attempt is made to explore Bloomfield’s
informed preoccupation with mathematics, and the focus falls upon three related
themes. First, the sources of his mathematical knowledge are considered in an
attempt to reveal the origins of his familiarity with these topics. Second, the basic
outline of his proposal for a linguistics-based solution to the crisis in the foundations
of mathematics is reconstructed from existing fragments, and the consequences of

this work are assessed.

L URL: http://hplinguistics.pbworks.com/f/Tomalin%20Bloomfield%20maths. pdf
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Finally, the influence of Formalism upon Bloomfield’s linguistic research is
considered, with particular reference to his complex attitude towards the status of
form and meaning in linguistic theory. As will be demonstrated, apart from being of
interest in its own right, a more complete appreciation of Bloomfield’s mathematical
work sheds new light on specific developments in syntactic theory in the 1940s and
1950s.

2. The Foundations Crisis

The story of the foundations crisis that shook mathematics to its core in the
early 20th century has been told many times, and there is simply not space here to
recount the whole narrative in exhaustive detail. Nevertheless, the main
developments must be presented, even if in a cursory fashion, since familiarity with
these topics cannot safely be assumed.

In essence, the foundations crisis was precipitated by the discovery of
paradoxes. In the late 19th century, Georg Cantor (1845-1918) had developed a
branch of mathematics that he referred to as Mengenlehre, but which, in the Anglo-
American world, would eventually become known as ‘set theory’. Although Cantor’s
work had its origins in his dissatisfaction with contemporaneous approaches to
number theory, it was swiftly recognised that most areas of mathematics could be
placed upon a set-theoretical foundation. Consequently, the perceived significance of
set theory was due in part to the fact that it appeared to provide a unifying framework
that would enable the various disparate branches of mathematics to be combined
within a common settheoretical exposition. However, at the start of the 20th century,
difficulties began to emerge, and the most enduring problems manifested themselves
as set-theoretical paradoxes. The logician-philosopher Bertrand Russell (1872— 1970)
was perturbed by these paradoxes, or ‘fallacies’ as he called them, and, during the
years 1903-1910, frequently working in conjunction with Alfred North Whitehead
(1861-1947), he published a series of papers in which he attempted to eliminate the

paradoxes of set theory by deriving the whole of mathematics from the parsimonious
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axioms of logic — an approach that became known as Logicism. Although much of
this work required Russell and Whitehead to synthesise the research of their
predecessors and contemporaries — most notably Gottlob Frege (1848-1925) and
Giuseppe Peano (1858-1932) — they also made several significant theoretical
contributions themselves, and perhaps the most controversial of these was the ‘theory
of logical types’. This theory constituted Russell and Whitehead’s response to the fact
that the paradoxes of set theory invariably involved self-reference of one kind or
another, hence the tendency to refer to them as ‘vicious-circle fallacies’. To take just
one example of such a fallacy, Russell asked the seemingly innocuous question ‘is
that set of all sets that are not members of themselves a member of itself or not?’, and
noted that the answer to this query constituted a paradox since, if the answer was yes,
then the answer was no (and vice versa). Accordingly, in an attempt to avoid the
paradoxes, the theory of logical types was proposed in order to delimit the extent of
permissible self-reference. As Whitehead and Russell later explained, an analysis of
the paradoxes to be avoided shows that they all result from a certain kind of vicious
circle. The vicious circles in question arise from supposing that a collection of objects
may contain members which can only be defined by means of the collection as a
whole [...]. The principle which enables us to avoid illegitimate totalities may be
stated as follows: “whatever includes all of a collection must not be one of the
collection”.

Although it involves an arbitrary and rather elaborate ‘principle’, this theory at
least provided a practical way of avoiding paradoxes while developing set-theoretical
concepts from the axioms of the logical system.

As indicated above, the basic intention motivating the Logicist movement was
to eliminate the paradoxes of set theory by deriving the whole of mathematics from a
small set of logical axioms, while prohibiting specific types of self-reference.
Consequently, if the logical axioms themselves were valid, and if all theory of logical
types, a number of criticisms of the theory emerged. For a general overview of the

theory itself and the controversy surrounding it, see Copi.
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The Formalism movement was associated primarily with David Hilbert (1862—
1943). Hilbert had established his reputation as a leading mathematician in the late
19th century by publishing a series of brilliant papers on a wide range of topics
including number theory, analysis, and algebra. Consequently, by the 1890s, he was
widely recognised as one of the finest mathematicians of his generation and, as a
result, Gottingen University, where he was based, became a place of mathematical
pilgrimage. In the context of the foundations crisis, Hilbert’s earlier work is of
considerable interest since he was motivated to develop Formalism partly by his
dissatisfaction with existing presentations of the rudiments of geometry. A general
mistrust concerning existing axiomatic-deductive geometrical systems (especially
Euclid’s Elements) had enveloped the international mathematical community during
the 19th century, prompted mainly by the proliferation of non-Euclidean geometries,
a development that substantially undermined the role of spatial intuition as a means
of validating geometrical arguments. By contrast with the classical Euclidean
methodology, Hilbert was keen to remove all latent remnants of geometric intuition
by exploiting the correspondence between geometry and arithmetic. He published a
booklet to this effect in 1899, and, in this work, appropriately entitled Grundlagen der
Geometrie (The Foundations of Geometry), Hilbert attempted to provide a viable
axiomatic basis for geometry. In particular, he argued that geometric relations could
be interpreted as arithmetic relations, in which case the validity of axiomatic-
deductive geometrical systems could be guaranteed without the need for arguments
based upon spatial-intuition, assuming (of course) that arithmetic itself was
constructed upon a secure foundation. This kind of relativistic foundational approach
was always destined to be unsatisfactory, since it only enabled one branch of
mathematics (i.e., geometry) to be as secure as another branch of mathematics (i.e.,
arithmetic). Given this conspicuous and restrictive dependency, it was perhaps
inevitable that Hilbert should begin to explore the axiomatic basis of number theory
itself directly, and, accordingly, he set about this task in his 1900 paper “Uber den
Zahlbegriff” (‘Concerning the Concept of Number’). This research caused him to
consider the difficulties associated with mathematical foundations in general, and he

17



was to focus primarily upon such issues for the rest of his working life. While it is
known that Hilbert had been familiar with some of the problems associated with set
theory since the late 1890s, it is significant that he seems to have been galvanised into
action primarily by the paradoxes that had been collected and discussed by Russell in
his Principles of Mathematics in 1903. In particular, although he agreed with Russell
that the existing paradoxes undermined set theory (at least as it was currently
formulated), Hilbert dismissed the assertion that they could be eliminated only by
deriving mathematics from a small set of logical axioms. The Logicist research
programme was misguided, Hilbert maintained, primarily because logic utilises
various mathematical concepts that are later to be derived from it, thus inducing a
fatal circularity: Arithmetic is often considered to be part of logic, and the traditional
fundamental logical notions are usually presupposed when it is a question ofr
establishing a foundation for arithmetic. If we observe attentively, however, we
realise that in the traditional exposition of the laws of logic certain fundamental
arithmetic notions are already used, for example, the notion of set and, to some
extent, also that of number. Thus we already find ourselves turning in a circle, and
that is why a partly simultaneous development of the laws of logic and of arithmetic
Is required if paradoxes are to be avoided.

Hilbert’s 1904 paper “Uber die Grundlagen der Logik und der Arithmetik”
(‘Concerning the Foundations of Logic and Arithmetic’), from which this quotation is
taken, is often regarded the earliest statement of his Formalist manifesto and, the
paper certainly introduced several of the key ideas that were to dominate his mature
foundational work.

Nevertheless, during the 1910s, Hilbert was enchanted by certain aspects of
Principia Mathematica, and started to write more enthusiastically about logic as a
result. In particular, he came to admire the powerful symbolic language that
Whitehead and Russell had developed in order to facilitate their logical deductions.
Despite his augmented appreciation, though, Hilbert continued to maintain that the
Logicist movement was flawed due to the aforementioned circularity inherent in the

strategy it adopted, but, during this period, he felt compelled not only to demonstrate
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the weaknesses of the renewed Logicist agenda, but also to invalidate the Intuitionist
arguments that were being advanced by Luitzen Brouwer (1881-1966), and which
were beginning to permeate the consciousness of the international mathematical
community in the 1920s. Prompted, therefore, by these alternative foundational
movements, Hilbert began to present, with greater clarity, his own proposal for
salvaging classical mathematics from the paradoxes of set theory. As a result, in a
series of publications that appeared during the years 1918-1934, and frequently aided
by his assistant Paul Bernays (1888—-1977), Hilbert developed his Beweistheorie (i.e.,
‘proof theory’) which was intended explicitly to define his formalist position
concerning the question of mathematical foundations. As Hilbert’s theory evolved
over the years, many of the technical details altered, but the underlying principles
remained fairly constant. Therefore, rather than attempting to provide a superficial
overview of the complete life-cycle of the theory, one particular mature expression of
it will be considered in some detail here in order to convey Hilbert’s main aims and
strategies. The version of the theory discussed will be that presented in the 1927
paper “Die Grundlagen der Mathematik™ (‘The Foundations of Mathematics’). The
exposition Hilbert offered in this paper is comparatively lucid, and reveals many of
the abiding concerns that were later to be distorted and exaggerated in countless more
extreme accounts. Consequently, in order to recognise this distinction, throughout
this paper, the adjective ‘Hilbertian’ will be used at times in order to distinguish
Hilbert’s formalism from all other kinds.

“Die Grundlagen der Mathematik” begins with a clear statement of intent that
effectively constitutes a non-technical overview of the method developed in the
whole paper: [...] I should like to eliminate once and for all the questions regarding
the foundations of mathematics, in the form in which they are now posed, by turning
every mathematical proposition into a formula that can be concretely exhibited and
strictly derived, thus recasting mathematical definitions and inferences in such a way
that they are unshakeable and yet provide an adequate picture of the whole science.

This passage clearly indicates that Hilbert’s proof theory involved two related

tasks. First, a procedure was required that enabled ‘every mathematical proposition’
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to be converted into a ‘formula’, and it must then be demonstrated that the formulae
obtained could be ‘strictly derived’. The first task stipulates that mathematical
statements must be formalised (i.e., converted into strings of precisely defined
symbols) so that mathematics as a whole can be viewed simply as ‘an inventory of
formulae’, and more will be said about the process of formalisation later. The second
task involves the derivation of the formulae within a given system. The overriding
concern here is with the nature of the proof techniques that are utilised, hence
Hilbert’s use of the compound noun Beweistheorie. Obviously, since this task
involves the manipulation of strings of symbols that represent mathematical
propositions, it can be said to be characterised by a certain (not necessarily vicious)
circularity: proof-theoretical mathematical techniques are used to determine the
viability of (suitably encoded) mathematical propositions. It is this apparent self-
reference that caused the second of Hilbert’s tasks to be referred to as
metamathematics; that is, mathematics about mathematics.

Having delineated his basic intentions at the start of the paper, Hilbert
immediately proceeded to introduce the fundamental machinery he required, and the
three main components he presents are a set of logical operators, a general proof
schema and a set of axioms. The logical operators are unremarkable and they include
symbols for implication, conjunction, disjunction and negation as well as universal
and existential operators. The methodology Hilbert proposed for the validation of
mathematical theorems enabled proofs to be viewed as sequences of logical
inferences which enable formulae to be derived within a given axiomatic system. It is
crucial for Hilbert’s project that the procedural definition of a proof is clear and
unambiguous, since, as he states later in the paper, it is imperative that ‘a formalised
proof, like a numeral, is a concrete and surveyable object’. It is the property of being
‘surveyable’ that is so important: if a proof cannot be checked in an infallible manner,
then mathematics cannot be raised upon a secure proof-theoretical foundation.

The axioms, mentioned above, that Hilbert introduces in his paper are
subdivided into six main categories:

Group I: Axioms of Implication (e.g., A £ (B £ A))
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Group II: Axioms of Conjunction and Disjunction (e.g., (A" B) £ A)

Group I11: Axioms of Negation (e.g., ~ =~ A=A)

Group IV: The g-axiom: A(a) &£ A(g(A))

Group V: Axioms of Equality (e.g., a =a)

Group VI: Axioms of Number (e.g., a¢ w 0, where a¢ means “the number

following a )

The axioms in groups I-IV are referred to as ‘the logical axioms’, while those
in groups V-VI are called ‘mathematical axioms’ since they involve number-
theoretic concepts. Once again, this highlights the difference between Formalism and
Logicism: Hilbert assumes that certain mathematical objects, such as the numeral ‘1°,
are pre-theoretical, existing in the intuition as a thought-object (Gedankending),
while Whitehead and Russell seek to derive even such basic objects from the
principles of logic. The axiom group that seems least intuitive is Group IV since it
contains the g-axiom, which presupposes the possibility of an infinite search, and, as
Hilbert was well aware, intuitions concerning infinity had often caused difficulties for
mathematicians in the past. However, this axiom is required in order to enable
transfinite arithmetic to be incorporated within the basic proof-theoretical framework.

Armed with his set of operators, his proof schema and his axioms, Hilbert was
now able to address the issue of proof construction. The central task was to construct
a metamathematical proof that would demonstrate the completeness and consistency
of a given axiom set. The requirement of completeness simply demands that all well-
formed formulae, derived within a given system, can be shown to be either true or
false. As for the requirement of consistency, from a proof-theoretical perspective, a
given axiom set is considered to be consistent if no formulae taking the form ‘a w a’
can ever be derived. In other words, a consistent axiom set will never allow
contradictions to be proved. The task of proof theory in part, therefore, is to secure
the axiomatic system underlying the whole of mathematics by establishing its
consistency. This task, for Hilbert at least, was very different from the task of

converting mathematical propositions into formal strings of symbols.
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To prove consistency we therefore need only show that 0n0 cannot be obtained
from our axioms by the rules in force as the end formula of a proof, hence that 0z0 is
not a provable formula. And this is a task that fundamentally lies within the province
of intuition, just as much as does in contentual number theory the task, say, of
proving the irrationality of =2 [...]

Statements such as this are not atypical. Hilbert repeatedly emphasised the
contentual nature of the metamathematical aspects of proof-theory. In addition to this
proper mathematics, there appears a mathematics that is to some extent new, a
metamathematics which serves to safeguard it by protecting it from the terror of
unnecessary prohibitions as well as from the difficulty of paradoxes. In this
metamathematics — in contrast to the purely formal modes of inference in
mathematics proper — we apply contentual inference; in particular, to the proof of
the consistency of the axioms.

The emphasis here is absolutely clear: although formal (i.e., meaning-less)
methods may be used in mathematics proper, such methods cannot be used during the
metamathematical stage of analysis, indicating that, for Hilbert at least, proof theory
was considerably more than a game involving the manipulation of meaningless
symbols. Statements such as the above, with their focus upon the differences between
formalisation and metamathematical analysis, should be recalled when the nature of
Hilbertian Formalism is considered. A common misconception presents Hilbert as
wanting to reduce the whole of mathematics to a contentless exercise in symbol
manipulation that is performed in accordance with clearly defined rules. From this
perspective, in the Formalist game, it is the relationship between the strings of
symbols that is crucial, and the meaning either of the symbols themselves or the
strings they form is deemed to be irrelevant. This misconstrual of Hilbert’s
programme is partly due to the practice of extracting certain of his comments from
out of their immediate context. For instance, as mentioned above, part of Hilbert’s
contribution in his Grundlagen der Geometrie was to demonstrate that the meaning of
the geometrical objects he considered need not be accommodated in order to analyse

them coherently. In other words, statements about lines, points, and planes, could just
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as readily be interpreted as statements about arithmetic objects, or, as Hilbert
allegedly put it “tables, chairs, and beer-mugs!” (quoted in Grattan-Guinness).
However, this conventional misinterpretation of Hilbert’s programme is also the
result of his distinction between the formalisation process and the result that
meaning-less syntactic manipulations could suffice to resolve a whole range of
epistemological problems. Consequently, Carnap’s intention was to provide a
coherent logical system that could be used to analyse sentences in a formal language
that are used to analyse sentences in a formal language. In other words, just as Hilbert
had created metamathematics (mathematics about mathematics), so Carnap was keen
to construct a metalanguage that could be used to define and describe any given
language. However, It is crucial to note that Carnap consistently views artificial
languages as forming a well-defined subset of natural languages, though he makes it
clear that his intention is not to describe the syntax of natural language:

In consequence of the idiosyncrasies and logically imperfect structure of the
natural world-languages (such as German or Latin), the statement of their formal
rules of formation and transformation would be so complicated that it would be
hardly feasible in practice [...]. Owing to the deficiencies of the world-languages, the
logical structure of a language of this kind will not be developed. Consequently,
Carnap’s focus is upon artificial symbolic languages which consist of formulae
derived ultimately from primitive symbols by means of rules of inference in the
standard Formalist manner. In addition, Carnap explicitly states that the term ‘formal’
implies a separation between the form and meaning of a sentence or symbol: formal
languages are defined solely in terms of the syntactic structure of the formulae they
produce, and the meanings of the formulae and primitive symbols are not considered.
In order to emphasise this point, an example taken from natural language is
discussed. Carnap considers the sentence ‘Pirots karulize elatically’ and states that
this sentence can be parsed accurately as a Noun+Verb+Adverb sequence even
though the words are all unfamiliar, thus demonstrating (or so he maintains) that
sentences can be exhaustively analysed solely in terms of their formal syntactic

structure even if the meaning of the individual words is not known. This type of
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argument, which affirms the separation of meaning and syntax, proved to be
influential.

By the time Carnap published Logische Syntax der Sprache in 1934,
Formalism had already started to suffer set-backs. For instance, in 1931 the young
Kurt Godel published an incompleteness theorem which demonstrated that, if a
formal system is strong enough to prove theorems from basic arithmetic, then there
will always be theorems that are true, but which cannot be proved within the system.
In other words, Godel demonstrated that the criterion of completeness was a chimera,
and this proof appeared to invalidate the Formalist approach to the foundations
problem. Nevertheless, despite Godel’s results, a number of mathematicians have
continued to work within the general framework of proof theory and, the philosophy
behind the theory has exerted a profound influence over many different disciplines,

including linguistics.

1. Bloomfield and mathematics

As indicated in Sections 2 and 3, Hilbert’s contribution to the debates
concerning the foundations of mathematics that raged during the early 1900s were
widely interpreted as implying that the paradoxes of set theory could be obviated by
means of meaning-less syntactic analysis. It is not surprising, therefore, that this type
of Formalism (which was more extreme than Hilbert’s own brand, as suggested
previously) should provoke the interest of mathematically-inclined linguistics — an
observation which naturally points towards Bloomfield, since, without doubt,
Bloomfield was one of the most significant linguists to follow the progress of the
foundational debates closely during the 1920s and 1930s. The extent of Bloomfield’s
interest in these issues can be gauged from his own publications, and the precise
nature of his interest is revealing. For instance, the first of Bloomfield’s papers to
reveal his interest in the methodology of mathematics was “A Set of Postulates for
the Science of Language”, which appeared in 1926. In this short paper, Bloomfield
suggested that linguists should start to use the same basic axiomatic-deductive
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method which had transformed the study of arithmetic and geometry in the 19th
century; in other words, the very axiomatic-deductive method that Hilbert had
employed so successfully in his Grundlagen der Geometrie. In his paper, Bloomfield
uses the term ‘postulates’ instead of axioms, and, at the outset, he explains why a
postulational approach to linguistic analysis could benefit linguistics: The method of
postulates (that is, assumptions or axioms) and definitions is fully adequate to
mathematics; as for other sciences, the more complex their subject-matter, the less
amenable they are to this method, since, under it, every description or historical fact
becomes the subject of a new postulate [...] Nevertheless, the postulational method
can further the study of language, because it forces us to state explicitly whatever we
assume, to define our terms, and to decide what things may exist independently and
what things are interdependent.

As far as Bloomfield was concerned, then, the axiomatic-deductive method
was of value since it could introduce new rigour into linguistics, just as it had been
used during the 19th century to render mathematics more exact. The emphasis in the
above passage is upon stating assumptions ‘explicitly’, and determining which
aspects of a given theory are ‘interdependent’ and which can be treated
‘independently’. In this way, Bloomfield appears to be recommending a
reformulation of linguistics that is intended to engender greater precision. In order to
clarify how this new rigorisation process for linguistics might be accomplished,
Bloomfield explicitly states later in the paper that, by the judicious use of axioms,
definitions, and deduction, “certain errors can be avoided or corrected by examining
and formulating our (at present tacit) assumptions and defining our (often undefined)
terms”.

In other words, by comparison with more fully developed formal sciences
(such as mathematics), Bloomfield considered linguistics to be infested with errors
that could be avoided if an axiomatic-deductive approach was adopted, and, in
accordance with this proposal, he went on to introduce a set of postulates that could
provide a secure foundation for the whole of linguistics.

Definition: An act of speech is an utterance.
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Assumption: Within certain communities successive utterances are alike or
partly alike.

It 1s significant that, although Bloomfield recommended the use of a basic
postulational methodology because it could make linguistics more precise, as these
examples indicate, he did not attempt to introduce a formal symbolic language that
would enable the axioms of linguistics to be converted into unambiguous sequences
of precisely defined symbols, and, indeed, this stage in the process of formalising
linguistic theory was not attempted until the 1940s and 1950s.

The text that Bloomfield cites as the main source of his information concerning
the axiomatic-deductive method in his 1926 paper is John Young’s (1879-1932)
Lectures on the Fundamental Concepts of Algebra and Geometry. This text was
published in 1911, but it was based upon a series of lectures that had been delivered
at the University of Illinois in 1909 (a year before Bloomfield joined the faculty as
Professor of German). Consequently, given this date, Young was not able to consider
the implications of Principia Mathematica, since Russell and Whitehead’s work
would not be published for another two years, but he did provide a thorough
introduction to a wide range of topics including Euclidean and non-Euclidean
geometry, logic, set theory, number theory and many other subjects. He openly
declared that his primary aim was to provide “an elementary account of the logical
foundations of algebra and geometry”, a remark that perhaps suggests some kind of
sympathy with the Logicist program, and he repeatedly stresses the fact that
mathematical propositions are “logically connected”. However, he also admits that,
throughout the book, he has adopted a “formal point of view” (Young 1911: v), and
certainly his knowledge of Hilbert’s proto-formalist work is revealed in Chapters 13
and 14 when he discusses Hilbert’s axiomatic approach to geometry in some detail.
In this context, it is striking that, by 1911, the task of providing a logical foundation
for specific branches of mathematics was already closely associated with the nascent
Formalist programme. It should be noted that Young returned to some of the topics

he had presented in his 1911 monograph when he came to write Projective Geometry
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with Oswald Veblen in 1918, and Bloomfield was clearly familiar with this text too
since he cites it in a 1935 article.

Given Bloomfield’s knowledge of Young’s texts, it is reasonable to suppose
that, by 1926 at least, he was broadly familiar with the main branches of
contemporary mathematics discussed by Young. In addition to this direct
mathematical inspiration, though, Bloomfield’s interest in axiomatic approaches was
also stimulated by the work of the psychologist Albert Paul Weiss (1879-1931). In
particular, as is often acknowledged, Weiss seems to have convinced Bloomfield that
mathematical procedures could be usefully employed in the mind-based sciences. For
instance, in a 1925 paper, Weiss had proposed a set of postulates for psychology, and
Bloomfield acknowledged that this attempt at axiomatisation had partly inspired his
own proposal for the reform of the methodology of linguistics.18 Whatever the
precise nature of this influence, it is clear that, by 1926, Bloomfield was intrigued by
the possibility of using mathematical techniques to facilitate the analysis of cognitive
phenomena such as natural language. However, far from being a superficial
ephemeral fad, his interest in this topic seems to have increased during the years
following 1926. For instance, there are various comments concerning the relationship
between language and mathematics in his most famous and influential book,
Language, which appeared in 1933. To take one example, early on in the text he
refers to mathematics as “the ideal use of language”, and later declares (rather
provocatively) that one of the tasks confronting the practising linguist is to “reveal
the verbal character of mathematics”. Although Bloomfield does not state explicitly
in Language how such a task could best be accomplished, this remark certainly
suggests that, by the early 1930s, Bloomfield had begun to consider the possibility of
using techniques from linguistics to analyse mathematics, rather than merely using
mathematical procedures to explore fundamental properties of language.

Although, as indicated above, Bloomfield’s initial knowledge of contemporary
mathematics seems to have been derived primarily from secondary sources such as
Young’s textbook summaries and Weiss’s papers, by the 1930s there is no doubt that

he was reading primary source material that considered the implications of Hilbert’s
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Formalist agenda directly. In particular, his understanding of Formalism was
influenced by the work of the Vienna Circle, and the full extent of his familiarity with
this work is revealed in his 1936 paper “Language or Ideas?”, since, in this article,
Bloomfield explicitly cites five works written by Neurath and six by Carnap,
including the latter’s Logische Syntax der Sprache. While there are several reasons
for exploring the influence of Neurath upon Bloomfield’s thought and work, it is
Carnap’s influence that will be assessed later in this paper — in particular
Bloomfield’s acquaintance with Carnap’s provocative ideas concerning logical
syntax. At this point, though, it is worth recalling that Bloomfield’s bilingualism
enabled him to access these publications in the original German; and this is
significant since no English translation of Carnap’s Logische Syntax der Sprache had
appeared by 1936, so the text was only accessible in German when Bloomfield first
encountered it. It should be noted, therefore, that Bloomfield acquired a detailed
knowledge of Carnap’s work several years before that work began to generate wide-
spread interest in North America.

In summary, then, Bloomfield’s knowledge of the various foundational
movements seems to have been derived not only from secondary sources, such as
Young’s publications and Weiss’s work, but also from primary sources, such as the
work of the Vienna Circle, which developed and extended techniques and
philosophical approaches associated with Russell, Hilbert, and other mathematicians
actively involved in the foundations debate. Consequently, by the mid 1930s,
Bloomficld would have been familiar with the Logicist, Formalist, and Intuitionist
movements as competing proposed solutions to the foundations crisis. However, as
implied in the introduction, Bloomfield himself was directly concerned with the
implications of the foundations crisis and, significantly, he came to believe that many
of the disagreements could be resolved if the formal symbolic languages used to
construct mathematical discourses were viewed from the perspective of linguistic
theory. It is now necessary to explore this fascinating but neglected aspect of

Bloomfield’s work in greater depth.
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2. Linguistic Foundations

In 1935 Bloomfield published an article entitled “Linguistic Aspects of
Science”, which appeared, significantly, in the journal Philosophy of Science. The
purpose of this article was to consider the language of science (i.e., mathematics)
from the viewpoint of linguistic theory. At the outset, Bloomfield identifies two
stages in the process of scientific activity which he characterises as follows: The
linguist naturally divides scientific activity into two phases: the scientist performs
“handling” actions (observation, collecting of specimens, experiment) and utters
speech (report, classification, hypothesis, prediction). The speech-forms which the
scientist utters are peculiar both in their form and in their effect upon hearers.

He later clarifies the nature of this peculiarity by observing that the language of
mathematics can only be understood after “severe supplementary training”, and that
utterances in such a language have the curious effect of causing the hearers to
“respond uniformly and in a predictable way”.

Clearly, therefore, the language of science differs significantly from natural
language, and the speech-forms of scientific language appear to constitute “a highly
specialized linguistic phenomenon”. It is at this point that Bloomfield’s ambitious
agenda starts to reveal itself. The following passage is crucial: To describe and
evaluate this phenomenon is first and foremost a problem for linguistics. The linguist
may fail to go very far towards the solution of this problem, especially if he lacks
competence in the branches of science other than his own. It is with the greatest
diffidence that the present writer dares to touch upon it. But it is the linguist and only
the linguist who can take the first steps towards its solution; to attack this problem
without competence in linguistics is to court disaster. The endless confusion of what
Is written about the foundations of science or of mathematics is due very largely to
the authors’ lack of linguistic information.

The central idea here is transparent: the complex acrimonious arguments that
had come to characterise the foundations crisis debates in the 1920s and 1930s could
be resolved if the participants were able to view the problem from a linguistic
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perspective. Indeed, ‘the linguist and only the linguist’ can intervene in order to
resolve the disputes. Obviously, this is a bold and startling claim, hence Bloomfield
self-confessed ‘diffidence’, but the proposal is serious nonetheless. It is crucial,
though, to attend to Bloomfield’s language here. While he is willing to recognise
mathematical discourse as a particular kind of language use, it is not the case that a
sharp distinction is being maintained between mathematics and linguistics. Indeed,
(as the above passage implies) Bloomfield’s interest in mathematics was always
mediated by his abiding preoccupation with linguistics, and this observation is central
to the whole of the following discussion. Quite simply, whenever Bloomfield
discussed mathematics (particularly the foundations crisis) he was also, of course,
discussing linguistics; these interests were inter-connected, if not identical.

Since (infuriatingly) Bloomfield does not cite specific sources in his 1935
discussion, the precise causes of his dissatisfaction with existing proposed solutions
to the foundations crisis can only be guessed. It should be recalled, though, that, as
mentioned previously, introductory texts such as Young’s Lectures on the
Fundamental Concepts of Algebra and Geometry, pre-dated the main foundational
debates, and consequently it did not contain detailed discussions of the central
disagreements, suggesting that Bloomfield acquired his knowledge of these debates
from primary sources. As mentioned in Section 4, some foundational issues were
addressed in certain works produced by the members of the Vienna Circle, and
Bloomfield certainly knew some of these publications. However, questions
concerning specifics inevitably remain. Had Bloomfield read the main publications
associated with Hilbert or Russell? If so, which publications had he read? Certainly,
references in Carnap’s Logische Syntax der Sprache (which Bloomfield had read)
would have provided him with information concerning Hilbert’s most significant pre-
1934 articles, and, by the mid 1930s, Whitehead and Russell’s work, especially
Principia Mathematica, had already become a standard starting point for most
contemporary work in symbolic logic, and was therefore hardly an obscure and

unobtainable text.
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Whatever the precise sources of his knowledge, though, it is clear that
Bloomfield was well-aware of the fact that the paradoxes which had provoked the
foundations crisis in the early decades of the 20th century were associated with
specific kinds of self-reference. 20 Indeed, it is this aspect of the whole foundations
debate that seems to have intrigued Bloomfield most, since, as he was keen to
demonstrate, the basic problem of self-reference can be approached from a linguistic
perspective. His particular concerns are manifest in the following footnote in which
he reflects upon Kurt Grelling’s (1886—-1942) well-known ‘heterological’ paradox.

An adjective which describes itself is autological (e.g., short is autological,
since the adjective short is actually a short word). An adjective which is not
autological is heterological (e.g., long is not a long word). Is the adjective
heterological heterological? If it is heterological, it describes itself and is therefore
autological. If it autological, it does not describe itself and is therefore hetero- logical.

Before continuing with the footnote it is worth pausing to clarify the
discussion. As should be apparent, Grelling’s ‘heterological’ paradox is closely
related to Russell’s paradox (discussed in Section 2 above), the main difference being
that, rather than outlining the problem in the context of set theory, Grelling illustrated
the complexities of self-reference by constructing an example using natural language,
thus enabling the issues involved to be viewed from a different stand-point. No doubt,
this emphasis on natural language is what enticed Bloomfield, prompting him to
focus upon Grelling’s paradox. However, a mere restatement of a known difficulty is
one thing, but a specific proposal for its resolution is quite another, yet, as the
footnote continues, this is precisely what Bloomfield attempts: The fallacy is due to
misuse of linguistic terms: the phrase “an adjective which describes itself” makes no
sense in any usable terminology of linguistics; the example of short illustrates a
situation which could be described only in a different discourse. E.g.: We may set up,
without very rigid boundaries, as to meaning, various classes of adjectives. An
adjective which describes a phonetic feature of words is morphonymic (e.g., short,
long, monosyllabic). A morphonymic adjective which describes a phonetic features
of itself is autological. A morphonymic adjective which is not autological is

31



heterological. The adjectives autological and heterological designate meanings of
adjectives and not phonetic features; hence they are not morphonymic. — Contrast
the following sensible discourse: A hakab is a word that ends in a bilabial stop (p, b).
A word that is not a hakab is a cowp. The words hakab and cowp are hakabs.

Although this discussion is necessarily sketchy, constituting as it does a brief
footnote, the basic outline of Bloomfield’s proposal is clear. His basic intention was
to avoid the problem of direct self-reference by reanalysing the categorical allocation
of the words involved. In this simple example, by introducing the notion of
morphonymic adjectives, Bloomfield suggests that linguistic categories can be
redefined in order to exclude the type of direct self-reference that engenders paradox,
and it is important to note that, for Bloomfield, this was specifically a linguistic
solution for a pervasive problem which happens to manifest itself in particular
mathematical contexts.

Unfortunately, in his 1935 article, Bloomfield did not return to the question of
a linguistic solution to the problems of self-reference that had provoked the
foundations crisis. However, he did not leave his ideas in the inchoate state outlined
above; on the contrary, he developed them extensively during the following years. In
1937, for instance, Bloomfield submitted a 300 page manuscript to the Committee on
Research of the Linguistic Society, and this work apparently contained a more
complete presentation of some of the issues addressed in the 1935 article. The
proposed monograph was called The Language of Science and it constituted an
elaborate attempt to analyse large portions of modern mathematics from a linguistic
perspective. 22 Faced with this atypical document, and with becoming humility, the
linguists on the committee considered themselves to be unequal to the task of
assessing the value of the manuscript, so it was passed on to several professional
mathematicians, including the prominent formalist Haskell Curry (1900-1982). Since
the manuscript contained a few mathematical errors, Curry advised against
publication, but, despite his technical reservations, he was impressed by the scope
and ambition of Bloomfield’s approach, and he offered general advice as to how the

manuscript could be improved. On receiving Curry’s comments, Bloomfield replied:
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the foundations of mathematics. If this conclusion is justified, the following pages
should be of wider than linguistic interest.

This is an extraordinary statement. As indicated above, in his 1935 article,
Bloomfield had observed that certain problems of self-reference within mathematics
could be avoided if a linguistic approach were adopted. In the light of this remark it
becomes apparent that the now lost 1937 manuscript constituted an extended attempt
actually to provide a linguistic-based solution to the foundations crisis. Although it is
no longer possible to reconstruct Bloomfield’s argument in exhaustive detail, some
kind of revivification can be accomplished.

For instance, a partial chapter list has survived, and, consequently, it is known
that the manuscript contained sections dealing with such topics as ‘infinite classes’,
‘recursion’, ‘logical vocabulary and syntax’, and other subjects that were active areas
of contemporaneous mathematical research. The reference to a chapter concerning
‘infinite classes’ is of especial interest since Bloomfield delivered an (unpublished)
paper on this topic to the Annual Meeting of the Linguistic Society in 1936, and it
was clearly a subject that preoccupied him. Given his familiarity with the foundations
debates, this preoccupation is not surprising since, as mentioned in Section 2, many
of the paradoxes of mathematics were understood to be associated with the notion of
an infinite set, and, therefore, any valid solution to the foundations crisis must either
reconsider the implications of such sets, or else must reformulate this aspect of set
theory in such a way that such sets were precluded. 24 Indeed, the extant manuscript
fragments suggest that, in his 1937 text, Bloomfield focussed primarily upon the task
of naming infinite sets. For instance, he considers various methods that can be used to
define irrational numbers, and criticises the use of summation series can be obtained
one by one, but we have no finite formula for the direct naming or recognition of
these members.

To prescribe the naming, in this form, of an irrational number, is to insist that
our hearers complete the recitation of an infinite class of speech-forms. This fallacy is

still current among mathematicians; we shall return to it in Chapter 22.
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Unfortunately, Chapter 22 no longer exists, so Bloomfield’s discussion of this
perceived fallacy cannot be completely revived. However, his analysis of the use of
limits as a means of defining irrational numbers has survived, as has a short section of
his discussion of the @ class. Bloomfield defines the ® class using linguistic notions
associated with naming. He defined three activities:

(1) Say decimal point ;

(2) recite any sequence of digits or none;

(3) name a second sequence of digits, not all zeros, as a circulating sequence25

and concludes by asserting that “any speech-form of the shape (1)—(2)—(3) or

of the shape (1)—(3) is a member of the class ®” (Bloomfield 1937: 338). With
this definition in place, Bloomfield proceeds to consider the implications of
naming infinite sets:

Given the class @, together with a formula for well-ordering it [...] we can
define, as functions of @, infinite classes of speech-forms of the type N. For instance,
we add 1 to the kth digit of the kth R [MT: Rs are defined earlier as ‘thing-nouns’],
except that when the sum is 10 we replace it by 1. We thus obtain the infinite class of
speech-forms N1 , the non-circulating decimals whose first ten digits are
5471111117. This formula for naming N1 , is stated in terms of ® and its well-
ordering: a digit of N1 can be named only if one first names k digits of the kth R.
Hence to calculate and recite digits of N1 to the end of one’s patience is not to name
a number: it is only the formula N1, interpreted as above, which names a number.

Although this remnant of a larger discussion is opaque in places, the basic
thrust of the passage is clear: the act of enumerating the members of an infinite class
(i.e., an infinite set) is not the same as naming the set itself, and, presumably, in the
remaining chapters of the manuscript, Bloomfield sought to demonstrate that the
paradoxes of set theory could be obviated if this kind of linguistic distinction were
systematically observed.

When the remaining manuscript fragments were collected by Hockett in 1970
for inclusion in A Leonard Bloomfield Anthology (which he was then editing), he

commented concerning the destruction of the manuscript: | cannot refrain from
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expressing my regrets at the loss. Had he lived to rework the topic, benefiting from
Professor Curry’s suggestions (even if not accepting them all), some of his
successors, who have concerned themselves with the inter-relations of language and
mathematics, might have been helped to avoid various stupid errors.

Unfortunately, Hockett does not name the linguists who have been guilty of
making ‘stupid errors’, nor does he indicate the particular mistakes that he has in
mind. It is likely, though, that this rebarbative comment was directed towards certain
prominent syntacticians of the 1940s and 1950s, who were preoccupied with the task
of adapting techniques from mathematics and exploiting them for the purposes of
linguistic analysis. The partly conjectural discussion of Bloomfield’s lost work
offered above is necessarily based only on glimpses, but such glimpses hint at the full
extent of Bloomfield’s ambition, and it is particularly tantalising that several of the
techniques, such as recursive function theory, which Bloomfield considered
extensively in the lost manuscript, were later incorporated into syntactic theory in the

1950s. These fascinating issues are briefly considered in Section.

5. Form and meaning

In the foregoing sections, Bloomfield’s knowledge of contemporaneous
mathematics has been discussed, and his own linguistics-based proposals for the
solution of the foundations crisis in mathematics have been partially reconstructed.
However, the question remains: did these interests have any consequences for
Bloomfield’s more mainstream linguistics work? A comprehensive answer to this
question is beyond the scope of this article, yet a possible connection between his
mathematical interests and his linguistic research can be approach via a consideration
of the role of meaning in the type of procedural methodologies outlined in a number
of his publications. This discussion should be prefixed with the observation that,
while the status of form and meaning in Bloomfield’s linguistic work has been
assessed many times over the years, it has never been extensively considered with

reference to Formalism.

35



As indicated in Section 3, Bloomfield pursued his interest in the relationship
between mathematics and linguistics during the 1930s, and he presented an extended
consideration of this general topic in a long essay which he contributed to the
International Encyclopedia of Unified Science in 1939. The encyclopaedia was a
forum for assessing the methodology of scientific research, and The intensity of
Bloomfield’s distaste for semantics has been questioned from time to time.

Many of the contributors were associated with the type of logical empiricism
broadly espoused by members of the Vienna Circle. In particular, Carnap was on the
board of editors that read and assessed the contributions, which included
Bloomfield’s article. This short monograph, “Linguistic Aspects of Science”, was
based on the 1935 article discussed in Section 4, and this revised version of the paper
was intended to serve several purposes. For instance, it summarised various ideas and
techniques employed in linguistic research in the early decades of the 20th century,
and, in this respect, the bulk of the paper can be viewed in part as a brief informal
summary of Bloomfield’s 1933 book Language. However, in addition, Bloomfield
reconsiders the nature of the relationship between linguistics and mathematics, or,
more precisely, as he puts it himself, “the relation of linguistics to logic and
mathematics”. Given Bloomfield’s knowledge of the foundations debate, this
statement should be carefully assessed, since it implies that, for Bloomfield,
mathematics and logic were separate fields of research. It is certainly possible that
this observation is largely innocuous, yet by stating his interest in this way,

Bloomfield is surely consciously avoiding the extreme Logicist viewpoint
(associated with Russell and Whitehead). Whatever the exact purport of Bloomfield’s
remark, having stated his basic intention in this manner, he goes on to consider
various aspects of the broad topic he has broached. For example, he declares that
“logic is a branch of science closely related to linguistics, since it observes how
people conduct a certain type of discourse” (Bloomfield 1939: 273-274), and this
observation leads him to suggest in turn that logical arguments can be analysed
specifically as linguistic discourses of a particular kind. Such statements certainly

imply a close correspondence between linguistics and logic, and they reinforce that
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suggestion (discussed briefly above) that, during the early 1930s, Bloomfield had
started to think of mathematics as a highly specialised form of language that could be
amenable to linguistic analysis.

Clearly, then, Bloomfield was fascinated by the relationship between logic and
natural language, yet the Formalist slant of Bloomfield’s understanding of these
Issues is apparent when he later enthusiastically accepts a more extreme formalist
emphasis on meaning-less syntactic manipulations. For example, Bloomfield makes a
clear distinction between formal and informal scientific discourse, describing the
former as a manner of communication that “uses a rigidly limited vocabulary and
syntax and moves from sentence to sentence only within the range of conventional
rules”, and he later argues that, in considering the ‘characters’ (i.e., symbols) used in
logical and mathematical discourse.

In general, to be sure, the separate characters have been agreed upon as
substitutes for specific words or phrases. In many cases, however, we manage best by
ignoring the values and confining ourselves to the manipulation of the written
symbols; systems of symbolic logic, especially, may be viewed, in a formal way, as
systems of marks and conventions for the arrangement of these marks [...] our formal
systems serve merely as written or mechanical media- tions between utterances of
language.

This passage, which appears to endorse a conspicuously Formalist position,
suggests that Bloomfield was persuaded that this general approach to mathematical
enquiry was valid. At the very least, the above passage implies that Bloomfield
accepted the formalist dictum that ‘we manage best’ (to use his own words) if we
focus on syntactic manipulations and ignore considerations of meaning. The
implications of this statement are considerable and have never been adequately
discussed. In essence, the comments cited above suggest that Bloomfield’s linguistic
research was indeed influenced (to some extent) by Formalism during the 1930s, and
the effects of this influence are, perhaps, apparent in his work. For instance, to
consider one example, it is well-known that Bloomfield repeatedly expressed

scepticism concerning the validity of meaning in linguistic theory. A standard
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expression of this mistrust, taken from Language, runs as follows: “The statement of
meaning is [...] the weak point in language-study, and will remain so until human
knowledge advances very far beyond its present state”. In the past, attempts to
account for this scepticism have focussed upon ideas concerning syntax and
semantics within linguistics and the relationship between linguistics and psychology.
While there is no doubt that linguistics and psychology were both responsible for
determining the direction of Bloomfield’s thought in many ways, it is certainly
possible that some of his ideas concerning the role of meaning in linguistic theory
were directly influenced by his knowledge of Formalism (and/or vice versa). While it
would be needlessly excessive to claim that Bloomfield mistrusted linguistic meaning
solely because he had considerable sympathy with Formalism (as initially advocated
by Hilbert, and later developed by Carnap and others in the 1930s) it certainly could
have been the case that his understanding of the foundational debates within
mathematics confirmed his initial misgivings about semantics in linguistic research,
causing him to marginalise the role of meaning in his own work, thus unwittingly
paving the way for the type of ‘formal’ syntactic theories that began to emerge in the
late 1940s and early 1950s. It is worth noting, though, that the full complexity of
Bloomfield’s attitude towards the role of meaning in linguistic theory is comparable
to Hilbert’s attitude towards the role of meaning in metamathematical analysis. For
instance, as mentioned in Section 2, Hilbert had refused to adopt a hard-line
Formalist position, arguing instead that considerations of meaning were necessarily
involved in the task of metamathematical manipulation, and, in a similar fashion,
Bloomfield seems consistently to have resisted an extreme Formalist stance. To take
just one example, writing in 1943, he remarked that in language, forms cannot be
separated from their meanings. It would be uninteresting and perhaps not very
profitable to study the mere sound of a language without any consideration of
meaning.

While this is not the place exhaustively to elucidate Bloomfield’s various

discussions of the role of meaning in linguistic theory, it is possible to posit a
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correspondence between Hilbert’s and Bloomfield’s thinking in this regard. Clearly,

there are associations here that have yet to be fully revealed.

6. Conclusion

The main emphasis in the paper has been upon Bloomfield’s interest in
mathematics, a topic that has been neglected in the past. As indicated in the foregoing
discussion, such a study is of intrinsic significance since it prompts a re-evaluation of
the intellectual life and work of one of the leading linguists of the first half of the 20th
century. For instance, it is certainly the case that an awareness of Bloomfield’s
fascination with the foundations crisis, and an appreciation of his active participation
In attempts to resolve the crisis, reveals more clearly the full extent of his intellectual
range. In addition, with the insights garnered by this reclaimed understanding of his
work, Bloomfield’s own linguistic research can be reconsidered essentially from a
mathematical vantage point, with the result that, certain characteristic features and
preoccupations that occur frequently in his writings, and which have been considered
many times from various linguistic perspectives, can be reassessed with reference to
developments in contemporaneous mathematics. For example, the specific theme
considered in this paper, namely Bloomfield’s complex attitude towards the role of
meaning in linguistic theory, can be re-evaluated with reference to Formalism,
indicating that Bloomfield’s pronouncements concerning meaning possibly reveal a
more profound awareness of contemporaneous scientific culture than has previously
been recognised.

As suggested above, such investigations are worthwhile since they cause us to
reacquaint ourselves with Bloomfield and his work. However, the consequences of
these associations impinge upon syntactic theory in general, and the ramifications are
wide-spread. For example, it is well-known that, during the 1940s and 1950s a whole
generation of linguists, which included Zellig S. Harris (1909-1992), Charles F.
Hockett (1916-2002), F. W. Harwood (dates unknown; cf. Harwood 1955),
Yehoshua Bar-Hillel (1915-1975), and Noam Chomsky (b.1928), began to adapt
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techniques from logic and mathematics in order to render syntactic theory more
rigorous. In the light of the above discussion, it is of particular interest that many of
the techniques that were incorporated into syntactic theory by the post-
Bloomfieldians and the protogenerativists, were associated with Hilbertian
Formalism. While this is not the place for a full discussion of these issues, two
examples can be briefly considered. 28 In a 1953 paper, for instance, Bar-Hillel
proposed that recursive definitions could be helpfully employed in syntactic theory,
since such definitions would enable complex and compound sentences to be parsed in
a recursive fashion, and the use of recursive definitions had been popularised by the
development of recursive function theory in the 1930s and 1940s, which in turn had
developed out of the use of such functions in Hilbertian Formalism. To take just one
other example, it is clear that the various kinds of ‘transformation’ rules that were
proposed by several linguists (including Harris, Bar-Hillel, Harwood and Chomsky)
in the 1950s were associated with and, to some extent derived from, the
transformation rules that Carnap had outlined in Logische Syntax der Sprache, a text
which, as mentioned in Section 3, was directly inspired by Hilbert’s attempts to
construct a metalanguage for scientific discourse. Given such mathematico-linguistic
associations, which eventually culminated in the construction of Transformational
Generative Grammar, it is certainly stimulating to note that Bloomficld was
preoccupied primarily with the possible influence of Formalism upon Bloomfield’s
intellectual development. Obviously, there is much that could be said concerning the
influence of Logicism (and formal logic in general) upon Bloomfield’s work, and,
though studies such as Fought (1999) have begun to address some of these issues,
there are many aspects of this influence that remain undiscussed with the implications
of similar techniques and methodologies over twenty years before they became a
central preoccupation for syntacticians. This observation becomes especially
pertinent when it is recalled that many researchers working in the 1940s and 1950s
stated specifically that they identified a similarity, or at least a sympathy, between the

techniques they adapted from certain branches of mathematics, and the kind of
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discovery procedures that Bloomfield and his immediate successors had advocated.
For example, writing in 1964, Bar-Hillel recalled

| think that the only work by a modern professional linguist | had studied in
some depth before these talks [i.e., talks with Harris in the early 1950s] was
Bloomfield’s little contribution to the Encyclopedia of Unified Science, published in
1939. This booklet showed a surprising convergence between ways of thinking of at
least certain circles of American linguists and those of say, Carnap, and | made a
mental note to pursue this issues further sometime.

But only in 1951 did I find the time to do so. (Bar-Hillel 1964: 4) Later still,
Harris commented upon the associations between the foundational debates and the
linguistic methods of Bloomfield (and Sapir) which he had observed in the 1950s:

The expectation of useful mathematical description of the data of language
stems from developments in logic and the foundations of mathematics during the first
half of the twentieth century. One main source was the growth of syntactic methods
to analyse the structure of formulas [...]. In linguistics, the ‘distributional’
(combinatorial) methods of Edward Sapir and Leonard

Bloomfield were hospitable to this approach. These are just two examples
(there are many others) and, removed from the mathematical context of the time, such
perceived associations simply appear to be unaccountable curiosities: surely it can be
little more than a remarkable coincidence that Bloomfield and his immediate
successors proposed procedures for the analysis of language that proved to be
compatible with techniques derived by a later generation of linguistics from specific
branches of mathematics? However, as the main sections of this paper demonstrate,
this perceived compatibility can be viewed as much more than mere coincidence, and
though the full consequences of the association between Bloomfield’s work and
developments in contemporaneous mathematics have yet to be considered in
exhaustive detail, it is hoped that this paper at least constitutes an initial exploration

of this intriguing connection.
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THE ANALYSYS OF A TEXT?

Peter Newmark

READING THE TEXT

You begin the job by reading the original for two purposes: first, to understand
what it is about; second, to analyse it from a ‘translator's* point of view, which is not
the same as a linguist's or a literary critic's. You have to determine its intention and
the way it is written for the purpose of selecting a suitable translation method and
identifying particular and recurrent problems,

Understanding the text requires both general and close reading. General reading to
get the gist; here you may have to read encyclopaedias, textbooks, or specialist
papers to understand the subject and the concepts, always bearing in mind that for the
translator the function precedes the description - the important thing about the
neutrino in context is not that it is a stable elementary particle-preserving the law of
conservation of mass and energy, but that now the neutrino has been found to have
mass, the Universe is calculated to be twice as large as previously thought, thair',
chaise * Stuhl, Sessel 7 sedia, silla? siul - they all present somewhat different images,
lax bundles of shapes that differ in each culture, united primarily by a similar
function, an object for a person to sit on plus a few essential formal features, such as
a board with a back and four legs. A knife is for cutting with, but the blade and the
handle are important too - they distinguish the knife from the scissors.

Close reading is required, in any challenging text, of the words both out of and in
context. In principle, everything has to be looked up that does not make good sense
in its context; common words like serpent (F), to ensure they are not being used
musically or figuratively (sly, deceitful, unscupulous) or technically (EEC currency)

or colloquially; neologisms - you will likely find many if you are translating a recent

2

http://ilts.ir/Content/ilts.ir/Page/142/Contentimage/ A%20Textbook%200f%20Translation%20by%20Peter%20Newmar
k%20(1).pdf
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publication (for 'non-equivalent 1 words, see p. 117); acronyms, to find their TL
equivalents, which may be non-existent (you should not invent them, even if you note
that the SL author has invented them); figures and measures, convening to TL or

Systime International (SI) units where appropriate; names of people and places,
almost all words beginning with capital letters -‘encyclopaedia* words are as
important as ‘dictionary 1 words, the distinction being fuzzy- (Words like 'always*,
'never’, 'must 1 have no place in talk about translation - there are ‘always'
exceptions.) You can compare the translating activity to an iceberg: the tip is the
translation - what is visible, what is written on the page - the iceberg, the activity, is
all the work you do, often ten times as much again, much of which you do not even

use.

THE INTENTION OF THE TEXT

In reading, you search for the intention of the text, you cannot isolate this from
understanding it, they go together and the title may be remote from the content as
well as the intention. Two texts may describe a battle or a riot or a debate, stating the
same facts and figures, but the type of ianguageused and even the grammatical
structures (passive voice, impersonal verbs often used to disclaim rcsponsibilitv) in
each case may be evidence of different points of view. The intention of the text
represents the SL writer's attitude to the subject matter.

A piece about floors may be 'pushing 1 floor polishes; about newspapers, a
condemnation of the press; about nuclear weapons, an advertisement for them -
always there is a point of view, somewhere, a modal component to the proposition,
perhaps in a word- unfortunately', 'nevertheless', 'hopefully. What is meant by 'That
was clever of him 1 ? Is it ironical, openly or implicitly? {In a text showing that
BBC Radio 2 is a pale imitation of commercial radio, the irony may only be implicit
and obscure to a non-British reader, and the translator may want to make the point

more explicitly,) "CUmenie, noire justice repressive?*, writes a journalist meaning
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L Our repressive judicial system is far from lenient, or is it a bluff, mainly nonsense,
for amusement? It may be 'iceberg 1 work to find out, since the tone mav come
through in a literal translation, but the translator has to be aware of it. Again, in a
detailed, confused piece about check-ups on elderly patients who may have to
undergo chemotherapy the author's intention is to show that patients must have a
thorough physical check-up before they start a course of drugs: if physical problems
are cleared up first, there may be no need for psychiatry.

A summary of this nature, which uses only a few key words from the original,
appears to be isolated from the language, simply to show what happens in real life,
and it is indispensable to the translator. But he still has to 'return 1 to the text. He still
has to translate the text, even if he has to simplify, rearrange, clarify, slim it of its

redundancies, pare it down.

THE INTENTION OF THE TRANSLATOR

Usually, the translator's intention is identical with that of the author of the SI - text.
But he may be translating an advertisement, a notice, or a set of instructions to show
his client how such matters are formulated and written in the source language, rather
than how to adapt them in order to persuade or instruct a new TL reader-ship. And
again, he may be translating a manual of instructions for a less educated readership,

so thac the explanation in his translation mav be much larger than the 'reproduction’.

TEXT STYLES

Following Nida, we distinguish four types of (literary or non-literary) text:
(1) Narrative: a dynamic sequence of events, where the emphasis is on the verbs or.
For English, 'dummy' or empty’ verbs plus verb-nouns or phrasal verbs (‘"He made a
sudden appearance’, 'He burstin 1).

(2) Description, which is static, with emphasis on linking verbs, adjectives, adjectival

44



nouns.
(3) Discussion, a treatment of ideas, with emphasis on abstract nouns (concepts),
verbs of thought, mental activity (Cconsider 1 , 'argue', etc.), logical argument and
connectives,

(4) Dialogue, with emphasis on colloquialisms and phaticisms.

THE READERSHIP

On the basis of the variety of language used in the original, you attempt to
characterise the readership of the original and then of the translation, and to decide
how much attention you have to pay to the TL readers, (In the case of a poem or any
work written primarily as self-expression the amount is, | suggest, very little,) You
may try to assess the level of education, the class, age and sex of the readership if
these are 'marked. The average text for translation tends to be for an educated,
middle-class readership in an informal, not colloquial style. The most common
variety of 'marked' error in register among student translators tends to be Colloquial’
and 'intimate 1, e.g. useofphrasessuchas 'more and more'for'increasingly’ (de plus en
plus), ’above air for 'particularly’ (surwut); job' for *work 1 ; ’got well 1 for
'recovered' and excessively familiar phrasal verbs (‘get out of, 'get rid of). TrTe other
common error, use of formal or official register (e.g. 'decease' for ’death*), also
shows signs of translationese. These tokens of language typify the student-translators
instead of the readership they are translating for; they may epitomise their degree of
knowledge and interest in the subject and the appropriate culture, i.e. how motivated
they are.

All this will help you to decide on the degree of formality, generality (or

specificity) and emotional tone you must express when you work on the text.
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SAUSSURE’S DICHOTOMIES AND SHAPES OF STRUCTURALIST
SEMIOTICS?
John E. Joseph

. It has engendered much misunderstanding. Yet it offered a way into
Saussure’s conception of language for readers who might otherwise have found it
impenetrable. Were it not for Sechehaye’s and Bally’s “betrayal” of Saussure,
he might have fallen into total obscurity, rather than becoming the founder of
modern linguistics.Note how the idea of meaning-by-difference is put into effect in
the CLG. The discussion of signs began by saying more or less what they are not.
Despite overlaps, linguistic signs differ from names on crucial points. In addition,
difference is inherent in Saussure’s characteristic presentation of his concepts as
contrasting pairs: langue and parole, signifier and signified, sound-image and
concept, synchronic and diachronic, arbitrariness and motivation, mutability and
immutability. With each pair, neither term can be fully comprehended without its
Other.The most radical reformulations of the Saussurean sign were proposed by
Lacan starting in his seminar of 1955 on Poe’s “The purloined letter” and
Baudelaire’s translation of it (“La lettre volée™) and continuing into the next decade.
Although they lie within the scope of this article, length constraints mean that | must
leave them aside, but they are a prime example of a Saussurean dichotomy that
inspired a central conception of structuralist psychoanalysis, even if the linguists
who were close to Lacan, including Jakobson and Benveniste, did not take up his
reformulations.Arbitrariness and motivationArbitrariness is closely associated with
Saussure and the CLG, where it is presented as the first of two primordial
characteristics of the linguistic sign and principles of its study.11 Saussure defines it
very narrowly, as applying to “the bond between the signifier and the signified”: it is

strictly internal to the sign. Principle I: The Arbitrary Nature of the SignThe bond

33 Sign Systems Studies 50(1), 2022, 11-37
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between the signifier and the signified is arbitrary. Since | mean by sign the whole
that results from the associating of the signifier with the signified, | can simply say:
the linguistic sign is arbitrary. | shall not take up here the debates over arbitrariness
amongst structuralist linguists starting with Benveniste (1939), since, although they
would be relevant to the topic, they were focussed on questions which were
ultimately of less interest than the ones discussed in this section.12 Original:
“Premier principe: I’arbitraire du signe.Le lien unissant le signifi ant au signifi € est
arbitraire, ou encore, puisque nous entendons par signe le total résultant de
I’association d’un signifi ant a un signifi &, nous pouvons dire plus simplement: le
signe linguistique est arbitraire”.

Saussure’s dichotomies and the shapes of structuralist semiotics. Hence this is not
the semiotic promised land which Saussure had seen from the mountain top in
Naville (1901), the science that did not include how the signs of language relate to
referents, things in the world, which will need the expertise of sociologists and
psychologists, expertise he lacks. But his expertise does extend to the relationship
between signs, and this is the subject of a later section on “relative motivation”,
which is linked to what he calls “associative relations” — we now usually refer
to this as the “paradigmatic axis”, following the Copenhagen School. Later the CLG
introduces another key dyad of the language system, “syntagmatic and associative
relations”, which involve distinct forms of mental activity:Relations and differences
between linguistic terms fall into two distinct groups, each of which generates a
certain class of values. The opposition between the two classes gives a better
understanding of the nature of each class. They correspond to two forms of our
mental activity, both indispensable to the life of language.In discourse, on the one
hand, words acquire relations based on the linear nature of language because they are
chained together. Unfolding in time, as ‘discourse’ or the ‘chain of speaking’,
linguistic signs occur in succession, and form ‘syntagms’. “In the syntagm”, says the
CLG, “a term acquires its value only because it stands in opposition to everything
that precedes or follows it, or to both”. Signs, however, also have associative

relations, which are virtual in nature, what he calls ‘in absentia’ relations as against
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the ‘in praesentia’ syntagmatic relations. Outside discourse, on the other hand, words
acquire relations of a different kind. Those that have something in common are
associated in the memory, resulting in groups marked by diverse relations. For
instance, the French word enseignement ‘teaching’ will unconsciously call to mind
a host of other words (enseigner ‘teach,” renseigner ‘acquaint,” etc.; or armement
‘armament,” changement ‘amendment,” etc.; or éducation ‘education,’
apprentissage ‘ap-prenticeship,’ etc.). All those words are related in some way.We
see that the co-ordinations formed outside discourse differ strikingly from those
formed inside discourse. Those formed outside discourse are not supported by
linearity. Their seat is in the brain; they are a part of the inner 13 Original:  “Les
rapports et les diff érences entre termes linguistiques se déroulent dans deux
sphéres distinctes dont chacune est génératrice d’un certain ordre de valeurs;
I’opposition entre ces deux ordres fait mieux comprendre la nature de chacun d’eux.
Ils correspondent a deux formes de notre activitt mentale, toutes deux
indispensables a la vie de la langue. D’une part, dans le discours, les mots
contractent entre eux, en vertu de leur enchainement, des rapports fondés sur le
caracteére linéaire de la langue [...]” “Placé dans un syntagme, un terme n’acquiert
sa valeur que parce qu’il est opposé a ce qui précéde ou ce qui suit, ou a tous
les deux”.

.... They are associative relations.The syntagmatic relation is in praesentia. It is based
on two or more terms that occur in an effective series. Against this, the associative
relation unites terms in absentia in a potential mnemonic series. So the value of a sign
IS generated by difference in both dimensions: difference from the signs which occur
around it in discourse, and from the signs to which it is related associatively. As the
preceding quote says, the latter have “their seat [...] in the brain; they are a part of the
inner storehouse that makes up the language of each speaker”, although the language
is socially shared. Associative relations account for why some signs are “relatively
motivated”. The French number 19, ‘dix-neuf’, is not arbitrary in the same way as is
the number 20, ‘vingt’, because ‘dix-neuf’ is transparently motivated by its links to

‘dix’‘ten’ and ‘neuf’ ‘nine’. ‘Vingt’ has no such link, and so is unmotivated, as are
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‘dix’and ‘neuf’individually. Relative motivation.‘Dix-neuf’ is still ultimately an
arbitrary sign, since these component parts each have an arbitrary relationship
between signifier and signified; its relatively motivated nature mitigates the
arbitrariness, without undoing it. Saussure makes the surprising remark that the
linguist’s work is to limit what is arbitrary in language, because it is about
finding hidden relations and motivations. Original:  “D’autre part, en dehors du
discours, les mots off rant quelque chose de commun s’associent dans la
mémoire, et il se forme ainsi des groupes au sein desquels regnent des
rapports tres divers. Ainsi le mot enseignement fera surgir inconsciemment
devant I’esprit une foule d’autres mots (enseigner, renseigner, etc., ou bien
armement, changement, etc., ou bien éducation, appren tissage); par un c6té ou
un autre, tous ont quelque chose de commun entre eux. On voit que ces
coordinations sont d’une tout autre espéce que les premieres. Elles n’ont pas pour
support I’étendue; leur siege est dans le cerveau; elles font partie de ce trésor
intérieur qui constitue la langue chez chaque individu. Nous les appellerons
rapports associatifs. Le rapport syntagmatique est in praesentia; il repose sur deux
ou plusieurs termes également présents dans une serie eff ective. Au contraire le
rapport associatif unit des termes in absentia dans une série mnémonique virtuelle”.
Saussure’s dichotomies and the shapes of structuralist semiotics. Everything that
relates to language as a system must, 1 am convinced, be approached from this
viewpoint, which has scarcely received the attention of linguists: the limiting of
arbitrariness. This is the best possible basis for approaching the study of language as
a system. In fact, the whole system of language is based on the irrational
principle of the arbitrariness of the sign, which would lead to the worst sort of
complication if applied without restriction. But the mind contrives to introduce a
principle of order and regularity into certain parts of the mass of signs, and this is the
role of relative motivation. It is not difficult to see how a statement such as this would
give rise to much misunderstanding: — the whole system of a language is based on
the arbitrariness of the sign, yet— everything that relates to the language as a system

Is a limitation on arbitrariness. The distribution is such that arbitrariness belongs
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to individual signs, and its counter-force to the system linking them. Saussure saw
the work of the linguist as being to discover the system, which is to say those aspects
which limit arbitrariness within the language being analysed. The importance of
relative motivation in his conception of a language is massive. Nevertheless it has
been treated as a footnote to the strong statements about arbitrariness being a
fundamental fact and the first principle. In the published CLG the section on relative
motivation appears much later than the one on the principle of arbitrariness, and it is
apparent that over the decades many readers have absorbed that earlier section, with
far less attention paid to the later one.Even with regard to the arbitrariness of
individual signs, here again enquiry into Saussure’s work reveals a very different
picture from the man whom Magnus calls “[t]he most celebrated opponent of the
sound symbolic hypothesis”. From the beginning and from the end of his career we
find articles he published in what is now called ‘sound symbolism’ or ‘iconicity’
(following Peirce) which is implicitly part of his explanation of why linguistic
signifiers have the form which they have. This is most striking in the last paper he
published during his lifetime, “Indo-European adjectives of the type caecus
‘blind’” . It opens by noting that “[t]he diphthongs ai and au occupy only an ill-
defined. Original: “Tout ce qui a trait a la langue en tant que syst¢éme demande,
c’est notre conviction, a étre abordé de ce point de vue, qui ne retient guere les
linguistes: la limitation de I’arbitraire. C’est la meilleure base possible. En eff et tout
le systéme de la langue repose sur le principe irrationnel de 1’arbitraire du signe qui,
appliqueé sans restriction, aboutirait & la complication supréme; mais 1’esprit réussit a
introduire un principe d’ordre et de régularité dans certaines parties de la masse des
signes, et c’est la le role du relativement motivé”. The second half of this passage,
and the word ‘irrationnel’, were added by the editors of the CLG. John E.
Josephplace within Indo-European morphology or vocabulary”. They occur in an
extremely limited set of words which, Saussure observes, relate to some sort of
infirmity. The examples are mostly drawn from Latin and Greek: ‘caecus’/kaikus/
‘blind’, ‘claudus’/klaudus/ ‘lame’, ‘BAoucog’ /blaisos/ ‘bent’. He proposes that the
diphthongs represent a deviation from the “straight” or the “right”. The “straight”
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vowel /a/ “deviates” off into the sonant. This, combined with the diphthongs’ rarity
and isolation, correlates with meanings which likewise involve marginality or
abnormality.He is not claiming that this was a morpheme within the Indo-
European language system. He was of course aware that words existed which
had the diphthong without the semantic feature, and vice versa. He does not
attach a specific label to it, but it has things in common with what Firth (1930)
would call a ‘phonestheme’, and Whorf (1956[1937]) a ‘cryptotype’. For Saussure,
changes, innovations, are constantly being produced in parole by individual
speakers, but only a very few will end up getting the social sanction required for
them to become part of the langue. At the level of parole, some individuals sensed the
sound symbolism of the /a/ diphthongs, and preferred the alignment of them with the
meaning of deviation, enough to have affected how the forms developed. Other
speakers did not sense the sound symbolism, but — and this is of central importance —
even so, ‘caecus’and ‘claudus’functioned perfectly well for them as signifiers, no less
so for those who did not sense the iconicity as for those who did.Innovations by
individuals in parole supplied the type that “favoured diphthongs with a” for the
words in this particular “community of ideas”. The iconicity figured in the
conditions that produced the cryptotype, without the iconicity becoming part of the
langue. It is here that the dispute arises about sound symbolism: strong advocates,
like Magnus, insist that it exists within linguistic signs, hence as part of langue. But
Saussure’s modernism draws him to think in terms of reducing things to the
minimum level at which they function. The examples of onomatopoeia in the CLG —
the sound of the whip in ‘fouet’, or of the trumpet in ‘glas’, famously deconstructed
by Derrida 1974), are ones which some people hear, but have never occurred to most
speakers of French, who are perfectly able to use the signs regardless. Actually those
examples were supplied by Bally: Saussure’s was Latin ‘pluit’‘it rains’, where some
people hear a Original: “Les diphtongues ai et au n’occupent qu’une place mal
défi nie au sein de la morphologie ou du vocabulaire indo-européen” (see further

Joseph forthcoming b). Original: ~ “Autour de ce noyau fourni par le hasard
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seront venues se fi xer des formations toujours plus nombreuses, ou une certaine
communaut¢ de 1’idée mettait en faveur les diphtongues par a”.

Saussure’s dichotomies and the shapes of structuralist semiotics 25drop of water. But
even 1f we take an extreme case like ‘meow’, someone who has never seen or heard a
cat can still use and understand the signifier /miau/ to signify the sound a cat makes.
Plus there is the fact that the Korean equivalent of ‘meow’is the phonetically very
different ‘OF&’ ‘yaong’, and across languages we find still wider variation in the
signifiers for the sounds made by dogs, like English ‘bark’ and French ‘aboyer’and
Estonian ‘haukuma’.Saussure goes further, to say that not only are signifiers
conventionalized in a way that creates a disconnect from any iconicity that may have
shaped them historically, but signifieds too are specific to each language. This goes
back to what differentiates a language from a “naming-process”, a nomenclature. The
discussion of value includes the example of French ‘mouton’, where the signified is
sheep, whether on the hoof or butchered into meat. English, on the contrary, has two
separate signs, ‘sheep’ for the animal and ‘mutton’ for its meat. He does not deduce
from this that speakers of French and English think differently — again, that would
take us beyond the linguistic sign, and into the bailiwick of psychology, where angels
and linguists fear to tread, or ought to. Frankly, so should psychologists: yet many of
them did not, in Saussure’s day, propounding theories about language and racial
difference which Saussure was very clear about rejecting.The CLG muddles things a
bit by not being precise enough when it says that “the signified ‘ox’ has as its
signifier b-6-f on one side of the border and o0-k-s (Ochs) on the other”. It sounds here
as though the signified ‘ox’ is the same in French and German, and this contradicts
what will be said in the section on value. Saussure’s view of the language-specific
nature of signifieds is connected with, but distinct from, his principle of the
arbitrariness of the linguistic sign: distinct because he is very precise that this
principle applies to the link between signifier and signified, the conjunction of which
defines the linguistic sign. If a language system, in its synchronic state, were
controlled even in part by forces outside the sign — signifiers by sounds-in-the-world,
signifieds by meanings-in-the-world — then it would be impossible to explain
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language change. sounds-in-the-world - signifier — signified - things-in-the-
worldFigure 6. The linguistic sign versus external factors.Original: “le signifi ¢ ‘boeuf
> a pour signifi ant b—6—f d’un c6té de la frontiére, et 0—k—s (Ochs) de I’autre”.

The disconnect between the sign and things in the world was novel enough to
astonish Ogden and Richards (1923) into rejecting it out of hand. However, the
arbitrariness of the sign, together with its autonomy vis-a-vis the world outside the
sign, is a necessary condition for the constant innovation that we can hear speakers
introducing into parole, and for some of them becoming part of the next état de
langue, state or phase of the language. Again, those innovations by individuals in
their parole can be affected by how they personally perceive the world around them.
In the case of poets, innovations may give their parole originality and deep expressive
power. Still, the langue does not change, unless and until the language community at
large adopts those innovations into the language system. The signifier and signified
come into existence jointly. Signifieds are values, and in a sense concepts, but it is
also helpful to recognize that they are categories. That too differentiates language
from a naming process, because names are proto-typically given to individuals. The
signified of ‘tree’ is a category that includes countless individual things, and excludes
others — again, for Saussure, what is excluded conceptually determines the signified’s
value. To create a category is to create a sign, signifier and signified together. This is
where his sheet of paper metaphor becomes useful. The sheet of paper is real. | can
crumple it up; I cannot crumple the front of the sheet and not the back. The front and
back are conceptual. By the third run of his course in general linguistics in 1910—
1911, Saussure’s linguistics of langue was attaining a beautiful, symmetrical
elegance, built on that series of dyads, langue and parole, signified and
signifier, arbitrary and motivated, and the rest. He intended to move on in the next
course to a new task, the linguistics of parole. However, his health deteriorated, with
arteriosclerosis so severe that he had to withdraw from teaching. In the brutally cold
February of 1913 he caught influenza, which even today can be fatal to people with
hardened arteries, and he died at the age of 55. The CLG was published three years

later. “Abstract objectivism”When Serge Karcevskij left Geneva to return to Russia
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in 1917, he took a copy of the CLG with him, and introduced other Russian linguists
to it. Their reaction was split. For some, like Jakobson, it offered a new way forward
(although Jakobson would go on to contest key aspects of it, including
arbtrariness: see Joseph forthcoming b), but for linguists in the circle of Mikhail
Bakhtin, the CLG suffered fatally from what Voloshinov (1929) called ‘“abstract

objectivism”, a characteristic of “bourgeois linguistics” generally.
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THE TERM ‘BIOSEMIOTIK’ IN THE 19TH CENTURY"*

Kalevi Kulll

The term ‘Biosemiotik’ in the 19th centuryKalevi Kulll Abstract. Tracing the
emergence of biosemiotics, attention can be drawn to the very early usage of the term
‘biosemiotics’ (Biosemiotik) in the writings of Austrian chemist Vincenz Kletzinsky
(1826-1882) that dates back to the 1850s. In the same decade, Kletzinsky also proved
to be among the first to use the terms ‘biochemistry’ and ‘biophysics’.‘Biosemiotics’
in the 20th centuryThe term ‘biosemiotics’ as the name of a field of study emerged
and was taken into use in the 1960s. Friedrich Rothschild, followed by his colleagues
in Israel,2 both defined and employed the term; in addition, he formulated some
“laws of biosemiotics” and described the aims of the field. However, the term
‘biosemiotics’ has been coined on several occasions that appear to be independent of
one another. Thus, at a linguistics meeting held in Georgetown University
(Washington D.C., USA) in 1965, young linguist lan Stuart, obviously independently
of Rothschild, declared during a discussion: “in what I’ve always called biosemiotics,
but which Dr. Sebeok calls zoosemiotics ...” Indeed, in 1963 when the chapter
“Biosemiotic interpretations of perceptual-motor processes and their involvement in
higher cognitive functions” in Kohen-Raz. The context in which the phrase
appears is the following: “But I should like to say that, in line with the work
I’ve been doing at the National Institutes of Health in what I’ve always called
biosemiotics, but which Dr. Sebeok calls zoosemiotics, it seems very clear that
human language seems to operate not so much in what we grandly call
communication, but rather in orientation. Th e organism, as one individual in a
behavioral population, seems to be necessarily oriented to a very complex
environment. Th is orientation seems to be handled by the higher cortical functions
and is especially available for observation in language. Language can thus be

thought of, from one point of view, as a complex orientational mechanism for the

4 Sign Systems Studies 50(1), 2022, 173-178
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higher functions”. Interestingly, Emmeche and Hoff Meyer introduced the term
‘zoosemiotics’, he did not speak about ‘biosemiotics’ yet and would not be using the
term for several years to come. A more widespread use of ‘biosemiotics’ could be
observed in the 1970s when Yuri Stepanov included a chapter titled “Biosemiotics”
in his Russian-language book on semiotics, and we used the term at the
conference “Biology and Linguistics” in Tartu in 1978. When, in our first meeting
with Sebeok that happened in 1992, | asked him about the origin of the term
‘biosemiotics’, he pointed to Stepanov’s 1971 book as the earliest printed source in
which this word is mentioned. Later | asked about this from Stepanov, who wrote to
me in a letter from February 2010: “As for the term biosemiotics, I did not hear it
from anyone in 1971, but, more importantly, a small circle of like-minded people
already used it in our oral discussions of new books and articles during meetings. The
most active biologist in this regard was Thomas Sebeok, who has visited me in
Moscow with his wife.”5In the 1960s, the word ‘biosemiotics’ undoubtedly had been
used but very rarely, yet, remarkably, the 1960s were not the decade of the first
emergence of this term. The word ‘Biosemiotik’ had already been in use in the
German language at least as early as in the 1850s. The 19th century and ‘semiotics’
as a term. The term ‘Semiotik’ had been in common use in German-language
medical literature in the late 18th and the 19th centuries,6 denoting the branch of
medicine that dealt with pathological signs. In that period, at several European
universities (including the University of Tartu, known at the time as Kaiserliche
Universitdt zu Dorpat) courses on semiotics were read to medical students, and
textbooks of the subject published, for example Christian Gruner’s Physiologische
und Pathologische Zeichenlehre (Gruner 1801) and Kurt Sprengel’s Handbuch der
Semiotik (Sprengel some of Stuart’s later work — Stuart 1985a and 1985b (in which
he did not use the term) — in one of their fi rst articles on biosemiotics, which
indicates that this was more than just a word.4 Sebeok started to use the term

‘biosemiotics’ in the 1970s.
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THE HERMENEUTICAL APPROACH IN TRANSLATION
STUDIES®
Bernd Stefanink

1. Why do we need the hermeneutical approach in translation studies?

Thesis: Because it is the closest thing to an ideal translational practice which
focuses on translating meanings, not words.
Characteristics: What fundamentally characterizes hermeneutics is the fact that it

integrates subjectivity, corporeality and creativity in its theoretical reflection.

SUBJECTIVITY

Translational hermeneutics has integrated the subjectivity of the translator in its
theoretical approach, because it is unavoidable. Recent results in cognitive research
have proved this undeniably. For instance, the neurophilosopher Hans Lenk (2014)
has shown that, when we perceive an object, our brain decomposes it before it
synthesizes it in order to bring it to our understanding. Some areas of our brain
register the size of the object, others the colour etc. If | see a golden delicious, which
is a very common apple in Europe, | register its form, its colour, eventually its smell,
its weight, in different areas of my brain, and my brain associates it with the category
apple, and saves it in this category. This is a process of categorization:
“Understanding means categorizing” (Lakoff).

But what are these categories in our mind? They are the result of our vecu, which
IS the result of our recurrent experiences in everyday life. It is like a forest path. Once
you have cleared a path through the jungle, next time, you will use the same path,
even if it is a little detour, since the path is cleared, and you don’t have to fight once
again against the thicket of the forest to have your path made. Empirical experiments

have shown that this is the way the brain reacts and influences human behaviour.

5 https://www.scielo.br/j/ct/a/Rb99h7bmWw4 T 76 LwBdHhL Hw/?lang=en&format=pdf
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In our brain, this path is the neural pathway by which the neurones bring
information to the brain. The more you use the same neural pathway the stronger it
becomes and transforms itself into an engram, that means a memory trace
[Ged&chtnisspur]. As connexionism teaches us: it is the frequency of the repetitions
that strengthens the pathway. These different pathways form a neural network, based
on our personal experiences, through which we perceive the incoming information.
So, this neural network biases and influences our perception by associations with
ourdéja vécu. This can be observed in a very simple experiment, related by Fillmore.
A teacher relates such an experiment. She came into the classrom with a grapefruit,
and started peeling it by detaching fine slices of the peel. When she had finished this
operation she asked the students what the fruit she had peeled was. The answer was
that it was an orange. This means that the students had interpreted her action through
what knowledge they had of handling fruits. For them, obviously, a grapefruit was
something that you cut in half with a knife and eat with a spoon. And Fillmore
concludes: “The categorizing function of the words had not yet been liberated from
the scene of people in their experience eating the fruit”. Even this simple example
shows that we are interpreting when we try to understand, and that this interpretation
IS subjective, in this case linked to cultural habits, Bourdieu’s habitus.

This example also supports the hermeneutical idea of the way we are acquiring
meaning: by categorizing. We have here one aspect of the hermeneutical circle: in
order to understand, we must already have an idea of the new object we are seeing or
the new information we are getting, in order to categorize it, categorization being the
basis of the understanding process, otherwise, if we have not the slightest clue, we
will not be able to understand. This neuronal network which biases our perception is,
of course, subjective.

For translators, this means that, when they try to understand the text, they
unavoidably project already some fore-understanding on the text. Heidegger calls this
fore-understanding a Vorverstandnis, the cognitivists use the term script. Translators
unavoidably approach the text with such a fore-understanding in their minds. This

fore-understanding is, of course, unavoidably liable to change in the course of
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reading. The more the translators progress in the text, the more this preconceived
meaning becomes complete, that means in harmony with what the text really means
to them.

German translatologist Radegundis Stolze introduces the term Stimmigkeit to
describe this harmony. For the hermeneutic translator, the translation is complete or
stimmig when the target text corresponds to the mental representation of the meaning
in the translator’s brain.

This hermeneutical conception is supported by cognitivistic research as, for
instance, Fillmore’s description of the process of understanding shows: The first part
of the text activates an image or scene of some situation in the mind of the
interpreter; later parts of the text fill in more and more information about that
situation, give it a history, give it a motivation, embed it in other scenes or situations,
and so on. In other words what happens when one comprehends a text is that one
mentally creates a kind of world; the properties of this world may depend quite a bit
on the individual interpreter’s private experiences a reality which should account for
part of the fact that different people construct different interpretations of the same
text Fillmore’s former example, in which he draws the conclusion from the
orange/grapefruit experiment, implies that, in his conception, the words which we
store in our brain during the process of knowledge acquisition are extracted from the
scenic context and stored independently. A conception which will lead over to the
MOPs theory, which is so important in our endeavours to understand creativity in the

translation process, as shown below.

CREATIVITY

Another aspect of the translator’s everyday life, which is often left aside by
translation theorists is creativity. Hermeneutics show that creativity is nothing
mysterious, but a problem-solving activity to overcome cultural barriers. If a theory

excludes this creativity from its considerations because it is not systematizable,
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as some theoreticians do, they induce the insecurized translator to abandon brilliant
metaphorical creative solutions in favour of logically more admittable, but
communicatively paler and less expressive solutions, using a “playing-it-safe”
strategy to avoid criticism, because they would not know how to meet this criticism.
Hermeneutics helps you to dispel this criticism. Hermeneutics thinks that these
“playing-it-safe” translations very often betray the original texts because they are
missing the “tone”.

Moreover, using the results of recent research in cognitive sciences, hermeneutics
encourages your creativity to solve translation problems by making use of what
cognitivists calllateral thinking or divergent thinking, which can be trained and helps

the translator to find solutions to overcome the problems created by cultural barriers.

THE EPISTEMOLOGICAL VALUE OF METAPHORS

And to this purpose of encouraging creativity, hermeneutics also makes use of what
cognitive science has discoverd about the epistemological value of metaphors.
Sometimes, the meaning that is “between the lines”, as Schleiermacher says, can
better be communicated by using metaphors. Hermeneutics legitimizes the
use of metaphors.

Hans-Georg Gadamer has discussed how metaphor might be retrieved from the
Avristotelian canon and re-examined as a gateway to interpretation that casts light on
the act of knowing itself. In his account, two types of meaning allow us to oppose a
rhetorical conception of metaphor to another conception that expresses a spontaneous
relationship to what we know. Metaphor in this account is not simply a-theoretical
seeing but introduces “seeing as” into the process of cognition itself. This
epistemological value of metaphor is confirmed by cognitive research as we have
shown.

Let us see what Lakoff and Johnson (1980) have to offer. The metaphor theory of
Lakoff and Johnson can provide the translator with a valuable legitimation basis for

his creative problem-solving.
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They assume the following:
1. Categorizing is the basis of each understanding process: “In order to understand
the world and function in it, we have to categorize”.
2. This categorization takes place on the basis of “recurrent experience” (“recurrent
experience leads to the formation of categories”, which leads to the formation of
metaphors: “much of our conceptual system is structured by metaphor”, “our
conceptual system is inherently metaphorical”.
3. It is essential to categorizations that they emphasize certain aspects of experience
to the detriment of others: “A categorization is a natural way of identifying a person
or object of experience by highlighting certain properties, downplaying others, and
hiding still others”.
4. This allows us to come to a new understanding of our experiences: “Such
metaphors are capable of giving us a new understanding of our experience [...]
highlighting some things and hiding others”.
5. These metaphors are interlinked: “metaphors allow us to understand one domain of
experience in terms of another. This suggests that understanding takes place in terms
of entire domains of experience and not in terms of isolated concepts”. “[CJonceptual
metaphors are grounded in correlations within our experience”.
6. The metaphor network which structures our understanding of the world is different
from culture to culture, because of the different ecosystems: “But the human aspects
of reality are different. [...] The conceptual systems of different cultures have
depended on the physical environment they have developed”. “Our experiences will
(1) differ from culture to culture” (ibid., p. 154), and (2) may depend on our
experience in terms of another, that is, our experience may be metaphorical in nature.
Don’t we have here the basis for the comprehensibility of associative-creative
problem-solving strategies in translation?

Connectionism and metaphor theory confirm each other, inasmuch as our recurrent
experiences, which lead to the formation of categories necessary for the process of
understanding, are reflected in connectivistically activated (and thus intensified)

neuronal pathways (or engrams), which are used in priority by new experiences (in
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technical terminology, which leads to further reinforcement. On the linguistic level,
these recurrent experiences are reflected as phraseological metaphors. However, our
experiences are not stored in isolation, but — as seen from the point of view of
connectivity — in dynamically networked paths, which are the ‘“metaphorical
entailments” that form the entire conceptual network with which we understand the
world. These mutually confirming associative connections at the neural as well as at
the conceptual level legitimize associative thinking as a problem-solving strategy.
And if we accept Paul Valéry’s conception of a work of art as being left over to the
understanding of the recipient when it has left the artist’s hands, then every creative
translation — like every new metaphor — is a “highlighting” in the sense of Lakoff and
Johnson (1980) of aspects of the original which have hitherto been hidden and which
can lead to a new understanding of this original (point 4) from the target-cultural
perspective (in the sense of Bachelard, Derrida, Mavrodin and other representatives
of Poietics). The material basis of metaphorically networked experiences can be
found in the above-described neural pathways or engrams of our brain. We should
not forget that, long before the cognitivists draw attention to the epistemological
power of methaphor, Percy Bysshe Shelley anticipated this power of metaphor. For
him, all language is basically poetry rather than simply a means of communication.
Shelley claims that language was originally poetry by virtue of its prophetic power to
express a vital relationship to the world, an idea which also underlies Heidegger’s
hermeneutic conception of language. When relying on Heidegger’s reading of Kant
and the role he attributes to imagination, we can view the figure of the torch-bearer in
Shelley’s Prometheus Unbound as a metaphor for how the poet passes between the
spheres of prophesy and cognition, while translating experiences that otherwise
would remain opaque and limited. And when he claims that literary myth is an
advanced form of metaphor, Shelley is forecasting another hermeneutic idea which
we find in Paul Ricceur’s conception of the role myths should play in understanding
the world. The “hermeneutic turn” in Ric ceur’s philosophy, in the sixties of the
twentieth century is due to his will as a protestant philosopher to explain the evil in

the world. This is the origin of his developing a theory of interpretation which is
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fundamental for philosophical hermeneutics, and which contributes fundamentally to
form the basis of the hermeneutical approach in translational hermeneutics. For
Ricceur (2010), metaphor is “the central problem in hermeneutics” and there exists a

“vérité métaphorique” [metaphorical truthl].

THE CORPOREALITY OF OUR UNDERSTANDING

Another fundamental of hermeneutics that is integrated in its theoretical approach is
the corporeality of our understanding. Our empirical research, based on
ethnomethodological conversation analysis, reveals an amazing emotional effect
exercized by elements of the source text which appeal to the senses of the
reader/translator. Understanding the meaning of a text with the senses is something
that we commonly admit and expect in poetry. But it is not limited to poetry. We also
find it in other text types. It is one of the devices that authors may use to make their
texts more convincing, acting on our feelings, on our emotions and on our sensuality.
This may sometimes lead to translations that are not always easily accepted by logical
intellectual thinking. But hermeneutics integrates this corporeality of understanding
in its theoretical approach, and endeavours to give it a scientific basis. Moreover our
empirical research reveals that very often translators do not realize what triggered
their creative problem-solving. The hermeneutic approach helps them to analyze how
much their creative understanding of the text and their creative solutions owe to their
somatics, as we hope to have convincingly tried to show in Stefanink and Balacescu
(2017). Now, let us see in what scientific context the hermeneutical approach

developed itself.
THE SCIENTIFIC CONTEXT OF TANSLATION STUDIES IN THE 1970S,

WHEN TRANSLATIONAL HERMENEUTICS WHERE [INTRODUCED:
TRANSLATING WORDS VS. TRANSLATING MEANINGS
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When reading a text, we do not read words; instead, we try to grasp the meaning of
a text. In addition, there is a difference between a normal reader of a text and a
translator. The normal reader acquires the meaning intuitively. The translator has to
go further and make this intuitive understanding explicit in order to translate it
(Heidegger’s Auslegung [explicitation]). Translational hermeneutics is trying to find
a methodology to get at this meaning and to make it explicit. But: Where is the

meaning?

THE GRADUAL EVOLUTION FROM AN ATOMISTIC TO A HOLISTIC VIEW
OF MEANING IN CONFORMITY WITH THE EVOLUTION OF THE
TRANSLATION UNIT

When translation theory started to develop systematically in the second half of the
20th century, the meaning was obviously considered as depending on the translation
unit. If we consider the evolution of translation theories in the second half of the past
century we clearly see that the meaning is not in the words. On the contrary: we
observe a development starting with an atomistic view, (which was trying to find the
meaning by dissecting the words into their minimal units of signification), and
moving more and more towards a holistic approach. This holistic approach is one of

the fundamentals of translational hermeneutics.

THE STRUCTURALIST APPROACH: THE WORD AS TRANSLATION UNIT

The structuralist approach which aimed to develop a model for machine translation
tried to seize the meaning of words by decomposing these words in their semantic
elements. Kade, the most influent translatologist in the 1960s, went so far as to
pretend that the process of understanding was not necessary, and should be avoided
since it implied the subjectivity of the translator. The act of translation consisted of
finding one or more words in the target language which would represent the same

semantic features. So Eugene Nida, the famous Bible translator, wrote: “What we do
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aim at is a faithful reproduction of the bundles of componential features”. And
Georges Mounin, the French linguist, compared translation to chemistry, which broke
down organic entities into their elements in order to reconstruct them synthetically by
assembling these elements into a new entity. In Problemes théoriques de la
traduction, he wrote: “Si de telles ‘particules de sens’ [minimales] existaient, la
traduction deviendrait quelque chose d’aussi simple que I’analyse et la synthése en
chimie”.

But the ALPAC (Automatic Language Processing Advisory Committee) which
evaluated the results of this research cancelled this program (in 1966), because it was
not efficient. There were too many misunderstandings with the results of machine

translation. The meaning of the text could not to be grasped this way.

THE PRAGMATIC APPROACH: THE SENTENCE AS TRANSLATION UNIT.

A first step for the translator not to find the meaning in words. After this failure, the
translatologists considered that the problem was one of translation units. The word as
translation unit was not enough. The research extended to the sentence as translation
unit. And the English linguist John Catford said the translation unit is the sentence, as
a self-contained unit conveying the meaning: In total translation, SL and TL texts or
items are translation equivalents when they are interchangeable in a given situation.
This is why translation equivalence can nearly always be established at sentence-rank
— the sentence is the gram matical unit most directly related to speech function within
a situation.

Eleven years later Nida, will distance himself from this word-centered vision of
translation: “We are no longer limited to the idea that meaning is centered in words or
even in grammatical distinctions. Everything in language, from sound symbolism to
complex rhetorical structures, carries meaning”.

The outcome of this was, for instance, the stylistique compare of Vinay and
Darbelnet, trying to find sentence structures that might have automatic

correspondents in the target language. Another outcome was the speech act theory,
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which, for the translator, meant that he did not have to stick to the words of the text,
but that he had to translate the intended meaning depending on the special situation,
which was a first step to consider that the meaning was not in the words but in

something beyond the words.

THE TEXT AS TRANSLATION UNIT

As Linguistics developed into text linguistics, initiated by the German linguist
Harald Weinrich, there were many new impacts on translation theory. One very
obvious outcome was the skopostheory, which situated the translator as an actor in a
social environment (according to the action theory). According to the Lasswell
formula, the translator had to take into consideration the “5 Ws”: Who is translating
what to whom, in which channel with what effect.

This was one more step away from the word, as a translation unit which was
supposed to reveal the meaning that the translator was supposed to translate. Another,
more significant step was Algirdas Julien Greimas’ theory of isotopies, which he
developed in a book published in 1966 with the title Sémantique structurale
[Structural Semantics]. His idea was that a word was not isolated in the text, but that
it had friends, that are linked between themselves, or, as the German philosopher,
Ludwig Wittgenstein puts it: in a text there are words belonging to the same family,
they have Familiendhnlichkeiten [family resemblances].

For Greimas, this meant they had one or more semantic features in common, which
for him were the semantic components as minimal units of meaning, the “semes”.
Nowadays, we can extend this idea of common minimal units to a more general
resemblance, and speak, for instance, of an isotopy of irony in a text, that is based on
an assembly words conveying this meaning. Greimas’ theory of Isotopies was an
important step on the way to translational hermeneutics. With the isotopy theory, the
meaning of a word has to be considered in relationship to the other words which are
part of the same isotopy. And the meaning of the text emerges from the network of

isotopies which structure the text. Following Schleiermacher’s statement of the

66



meaning being “between the lines” (we might say that the meaning is “between the
isotopies of the text”. And, going one step further, we can say that the meaning is in
the “orient of the text”, and that it rises under the eyes of the reader. This is the
meaning that the translator has to translate, a meaning that is not linked to special
representative words in the text as for instance Gerzymisch claims: We cannot
translate the “despair” in [the short story] Lenz by Georg Blichner (unless it appears
as a tangible expression), we need for translation a manifestation of the despair

as a concrete expression, that we may transport. It is only the expression that we can
‘trans’-port”. In order to grasp this meaning, which is between the isotopies of the
text, we have tointerpret the tokens which are likely to bear meaning. And this is
what translational hermeneutics is about. Let us see now, how the need for

hermeneutics developed in the course of history.

HERMENEUTICS: SCIENCE OR ART?

Hermeneutics can be defined as the science or art of interpreting. Translational
hermeneutics is intimately linked to philosophical hermeneutics in so far as
translation can be seen as actualized hermeneutics and vice-versa. Schleiermacher’s
translation of Plato was the godfather of his philosophical hermeneutics. The
fundamental problem in philosophical as well as in translational hermeneutics is its
legitimation with regard to “objective” criteria as we are familiarized with in natural
sciences. So the history of hermeneutics can be seen as a fight for recognition as a
science or as rejecting these efforts, and seeing it rather as an art. But things are not
clear at all. Even Heidegger avowed hermeneutics to be “ritselhaft” [enigmatic], and
some hermeneuts never gave a clear statement about this, often tending to become
inclined to change in favour of the category art in the course of their research, like
even the emblemic representant of hermeneutics, Friedrich Schleiermacher, who gave

more and more importance to Divination towards the end of his life.
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FROM DOMAIN-SPECIFIC ISOLATED AGGREGATES OF INTERPRETATION
RULES TO METHODOLOGICAL UNIVERSALITY

The status as a science is linked to the development of a methodology that might be
universally applicable. The first to fight for universality was Johann Conrad
Dannhauer. Before Dannhauer, text interpreting existed, closely linked to the
translation of ancient texts from Latin and Greek which alimented medieval thinking.
But these interpretations were strictly domain specific, concerning religion,
philosophy, history, law, medecine, etc. Starting from the observation that with the
multiplication of writings due, on the one hand, to the invention of printing and, on
the other, to the Renaissance idea of disseminating knowledge, which had as a
consequence that scientists became more and more involved in reading, Dannhauer
saw the necessity of a universal method of interpreting written texts, which he
developed as soon as 1630 in a text — Idea boni interpretis et malitiosi calumniatoris —
where he introduced the neologism hermeneutica, probably derived from the title of
Aristotel’s Peri Hermeneias.

His initiative was pursued in the 18th century, when the discussion on universal
hermeneutics went into details like discussing the origins of obscurity in difficult
passages (Johann Martin Chladenius, 1710-1759) or extending the idea of
hermeneutic universality to general semiotics (Georg Friedrich Meyer, 1718- 1777)
considering everything in this world as being a sign which pointed towards
something behind it that was part of a coherent whole designed as such by the Divine
Creator. In the 19th century, hermeneutics were dominated by a philosopher and
theologian who is generally considered as the founder of modern hermeneutics:
Friedrich Schleiermacher. He actually “reinvented” hermeneutics in its universal
character, seemingly not having had any knowledge about his predecessors in
universality, as may be deduced trom a letter to his friend Ehrenfried von Willich,
when he started lecturing about hermeneutics in 1805, saying that he could not find
any documents concerning the universal character of hermeneutics, but only isolated

aggregates of rules focussed on the different scientific or religious domains. Besides
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his insistance on the universal character of hermeneutics, Schleiermacher’s merit was
to extend the interpretative act to the whole of the text. Before him the interpretation
was limited to the obscure passages of the text. Now, in his “hermeneutics of
misunderstanding”, the whole text becomes liable to be misunderstood, and has to be
interpreted, the misinterpretation of difficult passages being prepared by the
misunderstanding of anterior passages.

Schleiermacher’s philosophical hermeneutics were nourished by his translation of
Plato and the problems it brought along, which he discussed in his correspondence
with Schlegel, trying to draw theoretical insights from the translation practice, and
letting his practical translation work benefit from these insights. Thus, for the
translator, Schleiermacher’s merit was to make this philosophical insight relevant for
translation theory. It is based on what Gadamer, quoting Augustinus, calls the “inner
word” [verbum interius], which is a meaning that is in us and that struggles to be
expressed. This meaning is always beyond the words with which we try to express it.
As a consequence, no expression of this meaning by words can be seen as the
ultimate representation of it. There is — as Heidegger will formulate it later —
aSinniberschuss [surplus of meaning] in every text. This is one of the fundamentals
in hermeneutic thinking.

For the translator, this means that there is not such a thing as the perfect translation
of the source text. There are only subjective tentative versions corresponding to the
mental representations of the meaning in the translator’s mind at a certain moment.
This mental representation of the meaning is the verbum interius of the translator
which struggles to be expressed in words of the target language. Schleiermacher’s
followers, like Wilhelm Dilthey (1833-1911), endeavoured to overcome this
subjective character by developing a methodology for the investigation of meaning
that was supposed to guarantee objectivity in human sciences just as analytic thinking

did in natural sciences.
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CONTEMPORARY ISSUES IN THE HERMENEUTICS DEBATE

Hans-Georg Gadamer (1900-2002), however, completely dispelled the idea of such
a methodology. For him, the task of hermeneutics was not to find a methodology, but
to discover the truth, be it through language or through works of art. The main
obstacle to this discovery are our prejudices. The rationalist philosophies have
condemned prejudices, conceiving them as something negative. For Gadamer,
however, prejudices are part of the process of understanding as something
unavoidable that has to be integrated into the theoretical approach. Prejudices hinder
our quest for truth when they are ignored. Thus, for Gadamer, the road to truth goes
through dialogue, one of the fundamentals of Gadamer’s hermencutics. In the
dialogue with the other, we become conscious of our own prejudices, and we have
the possibility to revise them and integrate the truth of the other into our own vision,
in a process which Gadamer calls a “fusion of horizons”. This reminds us of
Berman’s or Ricceur’s conception of translation as an act of “hospitality” to the
foreign otherness. For Gadamer, understanding is a permanent dynamic progress in a
dialectic confrontation with the other. For the translator, this “other” is the text. The
translator has to enter into a dialogue with the text. Gadamer takes over
Wittgenstein’s game metaphor and describes the reader as one who has to enter the
game in order to understand the meaning, he has to get more an more involved in the
course of his reading. Where Schleiermacher said that “the meaning is between the
lines”, Gadamer says the meaning is “behind the words”. To get at it we have to
develop empathy (though Gadamer himself never used this term himself). Meaning is
not anything static to be seized by mere intellectual analysis.

An example for such a positive integration of prejudice into a positive construction
of meaning during a translation process is given in Stefanink and Balacescu (2015).
All these ideas are made fruitful for translation by Fritz Paepcke, whose conception
of translation, taken over from Gadamer, materializes itself in a dynamization of the
terminology of  translation studies speaking for instance of

Kommmunikationsgeschehen [the happening or process of communication],
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Wahrheitsgeschehen [the happening or process of truth], etc, to draw attention to the
dynamic character of meaning. Paepcke introduces terms like the Leibhaftigkeit
[corporeality, sensuous physicality] of the translator in his understanding, insisting on
the physical implication of the translator with all his senses, an aspect which Douglas
Robinson (1991) will sum up under the term somatics.

With Paepcke, the translator as a human being was brought into the focus of
attention, which, in the context of all-dominating linguistic structuralism, was indeed
a little revolution in translation studies. Fundamental requirements of the translator’s
activity, like “intuition” and “creativity”, which had been explicitely banned from
theoretical thinking because they “did not lend themselves to a systematic approach”,
were suddenly introduced into theoretical thinking with Paepcke’s conception of
translation. More so, their status in a translation theory became a touchstone for the
validity and quality of a theory and its relevance for practitioners of translation.
However, the impossibility of handling intuition and creativity from a systematic
point of view gave rise to concerns about the danger of subjectivity in translation and
the lack of scientificity which was suspected to go with it. Instead of trying to deny
the subjectivity of the translator, the hermeneutic approach deliberately integrated it
in its theoretical thinking. But handling intuition and creativity compelled the
hermeneuts to look for new scientific criteria in the quality assessment of translation.
Radegundis Stolze, Paepcke’s disciple in hermeneutics, recurred to linguistics in
order to bring some fundamental structure into the disseminated — sometimes not
very clearly formulated or even contradictory — ideas which went along with
Paepcke’s examples of hermeneutic translation. In her different books about
hermeneutics and translation, she highlightens several concepts of philosophical
(mainly Gadamerian) hermeneutics, and explains their relevance for the translator.
She insists on the holistic character of the process of understanding in which the
meaning “iiberwiltigt” [overwhelms] the translator, bringing him to solve translation
problems in an autopoietic half unconscious intuitive formulation impulse in the

target language.
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This does not hinder her to introduce a didactics of translation based on “fields of
attention” which will guide the translator in the execution of his task. But the
handling of intuition and creativity, which is the core issue in translational
hermeneutics, exacted a view beyond the borders of linguistics into the new fields of
cognitivistic research.

If, according to Heidegger, “words grow into meaning” [“Den Bedeutungen
wachsen Worte zu”], then hermeneutic translation is condemned to creativity. If the
meaning is “between the words”, translating consists in a deverbalization process, as
proclaimed by the interpretative theory defended by the School of Paris, and a
reformulation in the target language, which culminates in more or less creative
solutions, trying to “crystallize” (Stefanink and Baldcescu, 2017) into new words the
meaning that had grown between the isotopies of the source text in the process of
interpreting, as can be deduced from the observations made about the translation
process with the help of an empirical, corpus-centered methodology taken over from
American sociologists and introduced into the hermeneutic approach by Stefanink
(1995): the ethnomethodological conversation analysis. The introduction of
subjectivity, intuition and creativity as fundamentals in hermeneutic translation
studies gave rise to concern regarding the scientific character of the hermeneutic
approach. For non-hermeneutic “objectivists”, scientificity was linked to the
“traceability” of the different steps taken to achieve a result. According to them, this
traceability was lacking in the hermeneutic approach.

This position, however, ignores the efforts of recent research towards a
Verwissenschaftlichung [scientification] of translational hermeneutics. Indeed Popper
does not limit the scientific character of a method to the predictability of the results
(which would deny scientificity to inventors); no, Popper says that the scientific
character of research is guaranteed by a methodologya posteriori, if the inventor can
trace back and explain the different steps that led to the invention. This is what recent
research in translational hermeneutics is striving to do by appealing not only to

linguistic analysis, but also to recent research in cognitive studies.

72



The methodology for this new aproach was provided by American researchers in
social sciences in the 1970s as described by Garfinkel (1984): ethnomethodological
conversation analysis, as used in the domain of ethnoscience. It consisted of studying
the naive representations that the common language user vehiculated behind the
words s/he used, especially when talking about things of everyday life which
triggered her/his imagination, as for instance “the woman and men in white”, which
became a field of investigation for ethnomedecine. Stefanink (1995) introduced this
methodology into translation studies under the French name of ethnotraductologie
[ethnotranslatology]. It consists of two or more translators who “negociate” a
translation with the aim of reaching a common version in the target language on
which they agree. This methodology provides not only a possibility for studying the
process of translating but also exposes the naive representations the implicated
translators have in their minds regarding the process of translation, language and the
relationship between culture and language, etc. It is moreover very efficient from a
didactical point of view. After having transcribed their dialogue the participants
analyze it with the help of their supervisor, an analysis in the course of which they are
confronted with their naive ideas about about the process of translation, about
language, about the relationship between culture and language, etc. This bringing into
consciousness is very efficient and convincing as shown in Balacescu/Stefanink 2003
where a group of translators from French into Corsican language who refused any
theoretical approach were shown that at the back of problem-solving there was some
elements of theory, scattered and disconnected, at random, but responsible of heir
decision making.

These new elements in translation theory require new criteria for quality
assessment. Where analytic approaches could rely on (seemingly) logic and rational
steps leading to (an illusive) “objectivity”, the hermeneutic approach relies on what is
called (in the socio-philosophical studies of Jirgen Habermas) konsensuelle Wahrheit
[consensual truth]. For the translator this means that he has to provide

“intersubjektive Nachvollziehbarkeit” [inter-subjective plausibility/traceability], he
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has to convince the “experts”, his peers, in his domain of the validity of his

translation, especially where creative solutions have been necessary.

AN EXAMPLE OF A CREATIVE HERMENEUTIC PROBLEM-SOLVING
SUSTAINED BY COGNITIVE RESEARCH

German students had to translate from English into German in a context describing
the problems of young couples having children and being both working in a job:
They had to juggle two careers and a potty-chair. The students translated potty-chair
by
1. Windelwechseln (changing the diapers): two careers and changing the diapers
2. Kind (child): two careers and the child

What happened? In the English context of child education, the word potty-chair
triggers a very common element, which is lexicalized in idiomatics like potty-chair
training. According to the scenes and frames semantics of Charles Fillmore (1976),
the linguistic frame potty-chair triggered, in the mind of the translator, the “scene”
excrement management. Eleanor Rosch (1973) tells us that, in every category, you
have an element that is prototypical for the category, and the figure/ground alignment
theory of another cognitivist, Ronald Langacker (1987), tells us that the relationship
between this prototypical element, which he calls figure, and the background, which
he calls ground, can change and is different from one culture to the other. In England
the prototypical emblematic element in this scene is the potty-chair, in Germany it is
changing the diaper. According to the cognitivist Roger Schank (1982), both are part
of what Schank calls MOPs (Memory Organization Packets).

The memory of the bi-cultural translator had registered the scene excrement
management, this scene contains both the elements of potty-chair and diaper
changing. The translator, knowing about their difference in the prototypical character
in English culture compared to German culture, undertakes the replacements that
seem necessary to keep the “Wirkungsgleichheit” [equivalence of effect] in the target

culture. The translation by Kind establishes the equivalence on a higher level. Indeed,
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Kind can be seen as a short cut for the scenario Kindererziehung [education of
children]. The potty-chair is one of the elements in this scenario of Kindererziehung,
so it sounds plausible, according to the Thematic Organization Packets [TOP] theory
of Roger Schank, that the translator associates this element of the scene with the
scenario of Kindererziehung, which includes this scenic element potty-chair, which
belongs to the scene excrement management. The memory organization theory would
also have made possible a translating by Flaschchen geben [bottle feeding], because
this is another element of the scenariochild education. The dots “...” In the following
schema indicate other alternative scenes belonging to the scenario child education.

As one can see, the relations between the different scenes are of associative nature,
and as Fillmore puts it: “scenes and frames are mutually retrievable, meaning that a
scene can activate its associated frame and a frame can activate its associated scene”.
Let us also remember that Fillmore’s concept of a “scene” as well as that of a
linguistic frame is semantically very wide, offering the translator a wide range of
potential neural associative chainings as one way to explain his/ her creative problem
solutions: | want to say that people, when learning a language, come to associate
certain scenes with certain linguistic frames. I intend to use the word scene — a word
that 1 am not quite happy with — in a maximally general sense, to include not only
visual scenes, but familiar kinds of interpersonal transactions, standard scenarios,
familiar layouts, institutional structures, enactive experiences, body image; and, in
general, any kind of coherent segment, large or mall, of human beliefs, actions,
experiences, or imaginings. | intend to use the word frame for referring to any system
of linguistic choices (the easiest cases being collection of words, but also including
choices of grammatical rules or grammatical categories) that can get associated with
prototypical instances of scenes. [...]

I would like to say that scenes and frames, in the minds of people who have
learned the associations between them, activate each other; and that, furthermore,
frames are associated with other frames by virtue of shared linguistic material, and
that scenes are associated with other scenes by virtue of sameness or similarity of the

entities or rela-tions or substances that are in them or their contexts of occurence. All
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these explanations given by cognitive science legitimate the creativity that helps the
hermeneutic translator to overcome the cultural barriers. Hermeneutics says: you
have to feel the text, with all your senses, you have to let yourself overwhelmed by
the meaning which you feel, and then you have to make it understood to others, for
which you need the support of linguistic analysis and cognitive science. Linguistic
analysis allows you to see what triggered your creative solution from the bottom up
elements of the text, cognitive science helps you to understand and make understood

to others what associative chaining processes induced this problem solving.

OUTCOMING PERSPECTIVES

Perspectives for the future: a better cooperation between philosophers and
translators might be for the benefit of both disciplines. Schleiermacher drew
philosophical hermeneutics from his discussion with Schlegel about his translation of
Plato. Contemporary translatologists — as for instance, Paepcke — have been feeding
on philosophers like Gadamer, but the interest of hermeneutic philosophers in
translation is very limited (as we could notice at the last symposion of philosophers in
Florianopolis, Hermeneia 2015). Have they forgotten that Schleiermacher’s ideas
about hermeneutics came from his translation of Plato and his discussions with
Schlegel about this translation? Only Paul Ricceur has been pleading for an
application of philosophical hermeneutics to the different scientific domains. But
until now this has not been very much materialized.

At the end sof her summa, Cercel deplores the lack of recognition that translation
hermeneutics is suffering, and invites to further efforts to make it better received. We
completely share her criticism, when she writes: “Dazu gehort mehr als plakative
Aussagen” [This exacts more than abstract statements], and consider this as an
invitation to more empirical orientated research, as exemplified, for instance, in
Stefanink and Balacescu. We think that the challenge of making translation
hermeneutics more convincing could be met, on the one hand, at the empirical level,

by multiplying individual examples of studies concerning the translation process
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(especially creative problem-solving) with the help of ethnomethodological
conversation analysis, which would offer a solid basis to discussions about the
contentiously discussed comprehension process — actio vs. passio, the role of
intuition, etc. — and would put some flesh on the skeleton of fundamental
formulations like Heidegger’s “Den Bedeutungen wachsen Worte zu” [Words grow
into the meanings].

On the other hand, an interdisciplinary contact with cognitive sciences would be
helpful, since cognitive sciences are confirming the heuristic function of
hermeneutics. What else is indeed the cognitivist “bottom up/top down” process if
not the Gadamerian Horizontverschmelzung, what Schank’s (1982) cognitivistic
script if not the hermeneutic fore-understanding, Heidegger’s Vorverstandnis? And
Gadamer’s plaidoyer for a positive use of this VVorurteil in the comprehension process
can be found in Lakoff’s ideas about categorization. As for the incriminated
“subjectivity” of the hermeneutic approach, linked to the hermeneutic circle, its
unavoidability is convincingly proved by the neurophilosophical research of Hans

Lenk’s (2014, p. 78) in Schemainterpretationismus.
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Questions for discussion:

1. Methodological basis of translation studies
2. Writing a Research Paper in Translation Studies
3. Developing of a Research Methodology

Key words: Translation Studies, methods, methodology, research
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Philosophical principles in
research

1.0bjectivism
2.Constructivism

3.Realism

G
1O

There are many books on research methodologies in the humanities and social
sciences which cover important philosophical questions such as How do we know
what we know? or What is the truth? Here we will summarize the main philosophical
questions, present the most important concepts and terms, and explain their
importance for research in translation studies. Here, we distinguish, in very broad
terms, three different ways of seeing the social world — objectivism, constructivism
and realism — and three epistemological positions linked to these ontological
categories: positivism, interpretivism and realism. These categories are somewhat
convenient simplifications; in fact, there are many more than three ontological and
epistemological positions, and there are also several versions of each of the positions
we present here. Here we have the main principles and ethics in research. Let’s
distinguish them. They coincide with such notions as objectivism, constructivism,

realism.
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Positivism vs realism

According to researchers Matthews and Ross, objectivism “aserts that the social

phenomena that make up our social world have an existence of their own, apart from
and independent of the social actors (humans) who are involved”. This position
derives from the approach adopted by natural scientists when they investigate
phenomena in nature and assume that the researchers’ relationship to the phenomena
they study is one of objective observation. Constructivism, on the other hand, asserts
that social phenomena “are only real in the sense that they are constructed ideas
which are continually being reviewed by those involved in them [the social actors]”.
In other words, the meanings of any social phenomenon are not inherent but are
ascribed to it by social actors. Realism presents an intermediate position between
objectivism and constructivism: it accepts that social phenomena can have a reality
that is separate from the social actors involved in it but also recognizes that there is
another dimension that relates to what we know about the social world as social
beings. This dimension includes “structures and mechanisms that trigger or affect the

social reality that can be observed”.
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Interpretivism vs constructivism

True or false?

1. According to empiricism knowledge is 3. Empiricism refersto sensory experience.

derived from experience.
* True

* True
*False
*False

2.Empricism does not deny the idea that
human beings are born with knowledge.

* True

*False
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As mentioned above, each of the ontological positions described is linked to an
epistemological position, that is, it entails some beliefs as to what counts as
knowledge and how knowledge can be obtained. The ontological position of
objectivism assumes a positivist epistemology, which asserts that social phenomena
can be objectively researched, data about the social world can be collected and
measured, and the resulting observations must remain independent of the researchers’
subjective understandings; that is to say, the researcher remains independent and has
no impact on the data. Positivism is often linked with quantitative approaches to
research and to empiricism, i.e. the collection of observable evidence.

Interpretivism is linked to the ontological position of constructivism; it
prioritizes people’s subjective understandings and interpretations of social
phenomena and is often linked with qualitative approaches to research, where the
researchers attempt to explore the social world from the point of view of the actors
and reflect on their own subjective interpretations. Realism is both an ontological and
epistemological position. As an epistemological approach it claims that certain social
phenomena exist outside the human mind and can be objectively investigated using
approaches similar to those in the natural sciences. In this respect, realism agrees with
positivism. However, it also recognizes the existence of invisible but powerful
structures and mechanisms that cannot be directly observable but whose effects are
apparent. Realist approaches to research might typically adopt both quantitative and

qualitative tools and methods.
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-PRODUCT-ORIENTED

-PROCESS-ORIENTED

-CONTEXT-ORIENTED
-PARTICIPANT-ORIENTED

Whether a piece of research is process-, product- or context-oriented is not
determined by the methodology itself or even the source of data, but the ultimate
aims of the researcher. Broadly speaking, research on translated texts can be
carried out with a descriptive/explanatory or an evaluative purpose in mind. These
two types of research have generally relied on rather different methodological
approaches, even when they occasionally share the use of the same resources, as in
the case of corpora. The evaluation of the translated product is then dealt with
researches where the focus is on translation quality assessment and the challenges
of conducting research that involves assessment of the quality of the translated
product. The analysis of texts in the context of production and reception offers
evidence of translators’ decision making, which allows some insight into the
translation process. This is particularly true of discourse analytical approaches
where the focus is not only on texts as products but on the “process of meaning
negotiation”, which involves using language to engage our extralinguistic reality
suggests that there is a problem of validity in using corpora to make inferences about
the cognitive process of translation, because corpora do not provide immediate

evidence of underlying cognitive structures.

83



Product-oriented research

In Translation Studies, product-oriented research analyses the
translation product, that is the translation itself.

PR

n
=

oo ofio e oo oo

While texts can be a source of data in a variety of research projects, linguistic
evidence is used differently in each of them. Baxter (2010) draws a useful distinction
between analyzing text as a means to an end and analyzing it as an end in itself.
Language — in the form of interviews, focus group discussions or questionnaires,
for example — is one of the many sources of evidence used by researchers in a
wide range of disciplines, such as sociology, psychology, education, cultural
studies and media studies, to mention just a few. As Baxter explains, non-linguists
often view “discourse as data” (i.e. as a means to an end) under the assumption that
it provides “a transparent medium to external reality, or as a direct index of subjects’
feelings and meanings”. From the perspective of CDA, on the other hand, language is
never seen as a neutral conduit of information about the real world it encodes: any
account of experience is a form of interpretation. Wood and Kroger (2000:8) make
a similar distinction between ‘talk as resource’ and ‘talk as topic’: The emphasis
on discourse as action and as constitutive of phenomena entails a shift from the usual
focus of interest in the phenomena to which the discourse refers to a focus on the

discourse itself. A shift from using features of talk to explain behaviour (talk as
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resource) to a focus on the features of talk as the behaviour to be explained (talk as

topic).
e .
§ Process-oriented research
:,E Translation process research seeks to understand translator or
¥ interpreter behavior, competence, expertise, the cognitive processes
x" that orient these, and the relations between cognition and the
¥ translated or interpreted product.
X
i o
n 7
" s
s

CDA is not in itself a methodology but an umbrella term used to refer to a series of
theories and practices that share certain principles in terms of their approach to
language study, a ‘school’. In fact, discourse analysis (DA) — the broader approach to
the study of discourse of which CDA is a variety — is used within a range of
disciplines outside linguistics. We do this by focusing, in turn, on the terms
‘discourse’, ‘critical’ and ‘analysis’. In linguistics, in its most basic and traditional
sense, ‘discourse’ refers to language ‘above the sentence’. This means that words,
clauses, phrases, or sentences are never considered in isolation, unless they constitute
texts in themselves. DA (including CDA) differs from other branches of linguistics in
that it focuses on whole texts. Text is understood very broadly as “every type of
communicative utterance”, and can include anything from a one-word warning sign, a
shopping list, a newspaper article, to the transcript of a conversation or a television
programme, to give just a few examples. The relationship between language and
context can be observed from the two vantage points of text and context. We can

examine how the context has influenced the choices made in a given text, for
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example, compares two interpreter-mediated events involving the same participants
and the same case, one conducted by telephone and the other on-site, in order to
investigate how social interaction is influenced by those two distinct settings.
Alternatively, taking the text as a point of departure, we can use DA or CDA to find

out what the text tells us about the context

Participant-oriented research

PARTICIPANTS NEEDED

A corpus is “a large collection of authentic texts that have been gathered in
electronic form according to a specific set of criteria” (Bowker and Pearson 2002:9).
Corpora have been put to many different uses in fields as varied as natural language
processing, CDA and applied linguistics, and could therefore be considered simply as
a resource in linguistics. The initial focus of CL was to describe language
performance as opposed to language competence Dby providing quantitative
information on the distribution of linguistic features in particular genres or for
different functions. In other words, CL was used to answer variations of one over-
arching question: “How do people really use language?”. In translation studies, this

focus is evident in the first wave of studies that used corpora and aimed to describe
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how translations differed from non-translated texts; these were largely limited to the
study of recurrent features of translations. Research along these lines has been
particularly fruitful.

One of the key differences between CL and DA is their individual potential to
provide answers that can be generalized beyond the texts under study. In CDA, texts
are chosen because of their intrinsic significance or because they are considered to be
typical of a certain discourse. The claim that a text is ‘significant’ or ‘typical’ needs
to be carefully justified but, ultimately, it is always subjective. Subjectivity, not only
in the selection but also in the interpretation of texts, underlies three perceived
problems in CDA: the risk of a circular argument, the impossibility of replicating the
results, and the assumption of privileged knowledge on the part of the researcher. In
sum, a combination of CL and DA offers a more powerful means of establishing a
connection between everyday routine and cultural transmission than either of those
methodologies on their own. In-depth qualitative analysis can form the basis for
hypotheses that are tested afterwards through corpus analysis, or the mechanisms
behind general patterns discovered using CL can be explained by detailed studies of
certain texts, taking into account the context of production and reception.
Nevertheless, it is important to bear in mind that the use of corpora for DA has its
limitations: the corpus analysis tools currently available are best suited for the
investigation of features below sentence level, and they present the analyst with
fragments of language which are removed from the environment in which they were
designed to be displayed. Mason warns against generalizing from concordance-based
analyses that consider isolated sentences and ignore “the rhetorical purposes which
give rise to them”. In addition, as we will see below, using a corpus does not
guarantee generalizability in any case.

Translation process research seeks to understand translator or interpreter behaviour,
competence, expertise, the cognitive processes that orient these, and the relations
between cognition and the translated or interpreted product. Furthermore, since
translation is not divorced from social context, process research seeks to understand

the effect of the context on the process. Individuals, with their specific traits and
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ways of processing, are also a central focus. Hence, while translation process research
is frequently understood to mean investigating the mental operations involved in
translating, in fact it encompasses a much broader object of interest.

The methods of questionnaire surveys, interviews and focus groups are staples
of sociological research and therefore, we argue, are crucial for the development of a
truly encompassing sociology of translation. However, these methods are also not
restricted to sociology and, in translation studies, they have also been extensively
used in applied research without resorting to social theories in order to explain the
results. The methods described here are oriented towards participants in two different
but complementary senses. First, they can be used to study the participants (more
commonly called ‘agents’) involved in the process of translation: translators,
trainers, students, commissioners and so on. Second, the research requires the
participation of human beings in the research process. A note on terminology is
called for here. Our use of the term ‘participant’ is in line with new developments in
research involving human beings which attempt to recontextualize the research by
presenting it as a collaborative process between the researcher and the people who are
invited to participate in it. The aim is to recognize the contribution made by those
whose views we request and to highlight the fact that, for the research to be valid,
they need to be fully informed stakeholders whose consent is free and revocable.

Context-oriented research falls within what Marco (2009) calls the culturalist
and sociological models. The first is described as aiming to uncover “the complex
social, political, cultural and ideological forces which shape translation
practices”. The second has similar aims, the main difference between them being the
disciplines they draw on — cultural studies in the first case and sociology in the
second — and the fact that methods employed in cultural studies are more eclectic.
Two important characteristics of cultural studies research are its engaged, political
nature and its rejection of the ideal that scientific research leads to the creation of
objective knowledge of social reality. However, in terms of context-oriented re-
search, the impact of sociology has been felt not so much in terms of research

methodology but in the conceptual frameworks and explanatory procedures
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borrowed from that discipline. Pierre Bourdieu, Bruno Latour and Niklas
Luhman are probably the most influential examples of recent applications of
sociological approaches in translation studies. Although the disciplines that have
traditionally informed context-oriented research in translation studies are cultural
studies and sociology, there is work in a much wider range of disciplines, including
political science, anthropology and psychology, that is relevant to the study of

contextual factors in translation.

Context-oriented research

( Knowlodge co-production for sustainabilty research \"I

The approach to take to one’s research should be determined by the research
guestion(s) and how best it/they might be addressed. The quantitative approach is
associated with the positivist epistemological position we mentioned earlier while a

qualitative approach is generally associated with the interpretivist position.
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2. Writing a Research Paper in
Translation Studies

* Choosing Your Topic
* Narrowing Your Topic

. Writing a Thesis Statement

. Creating an QOutline

ol el oo ol o i ol oo o

A research paper is a type of academic writing that provides an in-depth analysis,
evaluation, or interpretation of a single topic, based on empirical evidence. Research
papers are similar to analytical essays, except that research papers emphasize the use
of statistical data and preexisting research, along with a strict code for citations.
Research papers are a bedrock of modern science and the most effective way to share
information across a wide network. However, most people are familiar with research
papers from school; college courses often use them to test a student’s knowledge of a
particular area or their research skills in general. Considering their gravity, research
papers favor formal, even bland language that strips the writing of any bias.
Researchers state their findings plainly and with corresponding evidence so that other
researchers can consequently use the paper in their own research. Keep in mind that
writing a research paper is different from writing a research proposal. Essentially,
research proposals are to acquire the funding needed to get the data to write a

research paper.
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Choosing your topic

* Breadth. You may need to start broad and
let your research take you narrower.

* Originality. Choose a topic that will allow
you to contribute to the field, rather than
just regurgitate facts.

* Sources. On the other hand, also choose a A
topic that has scholarly grounding, I ! @

oG Dol ool o B S o o o Do e

Narrowing your topic

* Focus on a specific TYPE or CLASS

* Focus on a particular PLACE or REGION hB
* Focus on a certain TIME PERIOD ot ot
* Focus on a certain ASPECT Tipn: Use journalistic questions: who?, what?, when?, where?, hh:.'i‘

Social, legal, medical, ethical, biological,
psvehological, cconomic, political, philosophical, etc.
* Focus on a specific POPULATION
Gender, age, occupation, ethnicity, nationality,
educational attainment, species, e, Talk to your profissor.
* Focus on a RELATIONSHIF with two or more topics
= COMEINE different kinds of focuses

Hiview revent [merature (journals, trade papers, etc.)
Hevall questions asked in class.

Apply your paper o Jour carver geals.

oG Dol ool o oo S o o o Do el B
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Research statement

= The thesis statement is like an outline in miniature. It
is a “roadmap” for the rest of the paper.

= Atypical thesis statement gives brief mention to each
of the paper’s main points, and it also states the
overall argument the writer wishes to make,

* It directly answers the question asked of you.
* It makes a claim that others might dispute.

It is usually a single sentence near the end of the first
paragraph that presents your argument to the reader.

D o o o e e e e

Identifying a Strong Research
Statement

* Do |l answer the question?

* Have I taken a position that others might challenge
or oppose?

Does my thesis pass the "So what?" test?

* Does my essay support my thesis specifically and
without wandering?

* Does my thesis pass the "how and why?" test?

oo oo i oo oo cffo oo i o oo oo
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Keywords, also commonly called search terms, are the words that you enter into the
database search boxes. They represent the main concepts of your research topic and
are the words used in everyday life to describe the topic. Without the right keywords,
you may have difficulty finding the articles that you need. Keywords have a profound
impact on search results. Using the right words will speed up the research process,
while the wrong ones can bring to it to a painfully screeching halt. If the keywords
you initially choose do not give good results, try others on your list, try search

strategies, or ask a librarian for help.
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Research terminology

Along with the terms used above, many other terms are used in research inaway that assumes
general agreement aboutthe meaning assigned tothose terms. However, even seasoned
researchers can use research terminology inconsistently, and this can lead to much confusion
and frustration an the part of the reader and, especially, the novice researcher. Terms such as
madel, framework, theory, typology, concept, method and methodology often go unexplained
or are used synonymaously, resulting in a lack of comprehension.

The Writing Process

. Outline
2. Dralt

3. Revise

4. Edit




A research proposal deals with problem or topic that is to be investigated. It has a
variety of formats which vary in their length. Writing a research proposal or synopsis
includes as introductory section : problem hypothesis objectives, assumptions,
methods of the study tools, justification and implications of the study. A research
report deals with results of completed research work. After completing a research
work, it is generally produced in the written form and is called research report or

thesis.

Benefits of an outline

* Aids in the process of writing

* Helps you organize your ideas

* Presents your material in a logical form
Shows the relationships among ideas in your
writing

« Constructs an ordered overview of your
writing

* Defines boundaries and groups

oo clfo ol ollo o clfo ol ol il oo o

* Prevents you from “straying” from the topic
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Creating of outline

+ Research: Perform initial research to learn

. Outline Tips
about your chosen topic.
. { B . i tA detailed outline § .
+ Brainstorm: Listall the ideas that you want crocsl siepof thewriingprosess
toinclude iﬂ]"ﬂlll'pﬂﬂl. * Refer o your outline often., A strong cutline m

provides a consistent backbone during the e Bone

+ Organize: Group related ideas together. writing pro<ess.

* Beas specific as possible. This will be your

¢ Order: :‘.rrangc; material in subsections from puide throughonst the entire writigPROSESs. L1 b rving too many subleadings. This
general to specific or from abstract to e v oo you can further marmon the
concrete. + Dan't be afraid tochange your cutline,
_I'-'ur:h!rrfmrchrmy vide additional
+ Label: Create main and sub headings. Flormation e crterpe.

o o o o e e e el

* Allow yourself enough time to make
changes. Anempring a complene overhais] of
your paper the night belone its due is both
frustrating and often futile.

A research includes the following chapters

Introduction

Review of the related
literature
I Research Methodology
Research -
. -

T
T

summery, Conclusion &
Recommendations

o e e e e e e B

References 8 Appendices
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Introduction

“*The main purpose of this chapter is to indicate the need
and scope of the study.

“*It is reported in the past tense form of work completed.

“*The problem objectives, hypothesis/ research questions,
significance of the study, limitations of the study are
reported precisely.

R R o e ol e

Before we as researchers select methodologies, we must first identify at least a
tentative research question, and possibly several sub-questions, which are often
refined as the research develops. The sub-questions allow the researcher to unpack
the main research question into more specific, highly focused questions. According to
Matthews and Ross, hypotheses are specific types of research questions that are not
phrased as questions but as statements about relationships; they define a hypothesis
as “ a testable assertion about a relationship or relationships between two or more
concepts” (2010:58, emphasis in original). A research question, then, can sometimes
be rephrased as a hypothesis. If we take the descriptive research question mentioned
above (What micro-strategies do translators employ when they apply the MiniMax
macro-strategy?), we might express the following hypothesis in relation to this
question: When translators employ the MiniMax strategy, they make use of micro-
strategies that are different from those they use when they are not employing the
MiniMax strategy (but see comments about the null hypothesis below). In other

words, the researcher is asserting that there is a relationship between the use of the
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MiniMax strategy and the type of micro-strategies employed. Note that the
hypothesis is not just an expression of the research question in the form of a
statement. We have had to refine it somewhat in order to express it as a hypothesis,
and it probably still needs further refinement. It can be illuminating to ask oneself
what one’s hypotheses are, once the research question(s) has/have been formulated.
In doing so, we are asking what we expect to find and the research project should aim
to find evidence which either supports our hypotheses or contradicts them. Note that
even if our hypothesis is not supported (or fully supported), this is still a valuable

research outcome.

Research questions and
hypotheses

w12,
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Review of the
Relevant literature

++This chapter is essential in most of the research studies.

“*It presents the comprehensive development of the
problem background.

++It indicates what has already been studied by others,
which has a bearing upon the present study.

R R o e ol e

It was mentioned above that one way of identifying interesting research questions is
performing a thorough literature review. The literature review gives researchers an
opportunity to explain their motivation and potential contribution. According to Fink
(2005:3), the literature review is “a systematic, explicit, and reproducible method for
identifying, evaluating, and synthesizing the existing body of completed and recorded

work produced by researchers, scholars, and practitioners”.
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3. Developing of a Research
Methodology

<»*This chapter indicates the line of approach of the study.

“*The first aspects deals with the method, population and sample
of the study and second part provides the tools and techniques
employed in the research.

+<*It also presents the procedure of the study.

“»*The whole plan of the study is discussed in detail under this

chapter.
o ol ol oo Sl el el ol el ol 2
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What is Research Methodology? Research methodology is the specific procedures
or techniques used to identify, select, process, and analyze information about a topic.
In a research paper, the methodology section allows the reader to critically evaluate a
study's overall validity and reliability. Your research methodology discusses and
explains the data collection and analysis methods you used in your research. A key
part of your thesis, dissertation, or research paper, the methodology chapter explains
what you did and how you did it, allowing readers to evaluate the reliability and

validity of your research and your dissertation topic.

True or false?
1. Research method and research 3. Research methodology is the justification
methodology are synonyms. for using a particular research method.
* True * True
*False *False

2. Research method is the logic of how a
scholar arrives at a valid and reliable

knowledge 4. The research methodology is the practical
positioning of the research, while the
* True research method is the idea of the research
itself.
*False .
True
*False

To find answers to research questions, we need to collect appropriate data for
analysis. Data can be spoken or written, non-verbal, structured in different ways,
produced by individuals or groups, be factual or representing opinions, and it can

include the researcher’s own reflections. There are two general types of data —
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guantitative and qualitative and both are equally important. You use both types to

demonstrate effectiveness, importance or value.

True or false?

1. Element Mol of the study is a background 3. The third element includes the material

or setting. and samples.
* True * True
*False *False

2. You should not explain the reason why you

use a particular methodology in your paper.
. sy pap 4, Statistical model is not an essential part of

* True the methodology block.
*False * True
*False
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Data Analysis

+*In this chapter analysis and results are reported.

++The analysis of data are presented in tabular form and in figures
or pictorial presentation.

+*The results are interpreted at length.

++This chapter provides the original work or contribution by the
researcher.

+*The communicative accuracy is required in this chapter.

o oo oo e ol o oo oo ol e

Conclusions and Suggestions

++*This is the most important chapter of the research.

“+It requires the creative and reflective aspect of the
researcher.

“*The results are discussed to make them more meaningful
comparison of the results with the evidence.

+*The findings of the study are summarized and suggestions
for further studies are also given.

o og Rl e clie oo oo e oo o
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In this chapter, the researcher presents the conclusion and suggestion following the
finding of the study. The first section is the conclusions of the research finding and
the second is the suggestion dealing with the objectives of teaching and learning
process. The conclusion offers you the opportunity to elaborate on the impact and
significance of your findings. This is particularly important if your study approached
examining the research problem from an unusual or innovative perspective.
Introducing possible new or expanded ways of thinking about the research problem.

At the end of a scholarly article, you will find a list of the works cited by the
author(s). This list is called a reference list, works cited or bibliography. In scholarly
articles, this list will generally be quite long and include articles, books, and other
sources. References are the source materials; therefore, each reference should be
listed only once in your references section. Citations are meant to identify the source

of the information you use in your paper. You can cite a reference multiple times.

References

“*References are listed on separate page

<+ Only citations that appear in the text should appear on the
reference page

“*Everythingcited in the text should appear on the reference
page.

M 2 e o e o T o
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Questionnaire

1. What isyour research study all about? 4 What sources did you use for data

collection?
2. Why did you choose this study?

i 5What isthe structure of your research?
3. What isthe scope of your study?

6. Who will be most interested inyour
research?

hitipsidocs.google. comfTomsid | xOL3XWSxEQadEUna | MOV el FRGRdDArAgvOplx
adodpoleadit

(I1am’samxa niozomoenena 3a knuzoio Gabriela Saldanha and Sharon O’Brien

“Research Methodologies in Translation Studies”, Routledge, 2013, 292 p.)
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I'JIOCAPIN TEPMIHIB

Aemonepeknao — 1) mepexian 3 OAHIE] HAIIOHAJBbHOI MOBHM IHIIOK (CKaXKIMO,

(dbpaHKO-TOJIIaHICHKI Ta roJiIaHAChKO-(PpaHIly3bKi caMoIepeKIain
OeNbriicbKMX MUCbMEHHUKIB XX CT., TakuXx sk Kamine Menoit abo MapHikc
liicen); 2) nepekiag 3 «perioHAIbHUX» MOB Ha MOBH 3 OUIBLIOI KUIBKICTIO
MOBIIIB (ITPUKJIAZIOM YOTO MOXKYTh CIIY>KHUTH TBOPHU CIIEPIIY CTBOPEHI aBTOPOM-
MIOTJIAH/ALIEM TaelbCbKOI0 MOBOIO, a Mi3HIIE TMepeKiIaZeHl HUM Ke
MIOTJIAH/ICHKUM BaplaHTOM aHTJIIACHKOT MOBH, SIK 1I€ NMPUTAMAHHO TBOPYOCTI
1. MaxkJIina); 3) nepekiaj 3 AlaJIeKTIB HAa 3arajJbHOHAIIIOHATIBHY JITEPaTypHY
MOBY  (CKaXXIMO, CaMOMEpeKiIaAu  ITATIAChKUX  <JIIAJICKTHUX»  TIOCTIB
JTTEPAaTypPHOIO ITANINCHKOI0O MOBOIO, NPHUKIAJOM YOTrO MOXE OyTH Moe3is

J>xana Mapio BiansTn).

Aoanmauyia — 1e Takuil NepeKIaallbKUi MPUMOM, 3a SKOTO 3MICT OPHUTTHAIBLHOTO

TEKCTy BIATBOPIOETHCS B Tepekiani B iHIIN QopMmi, cropomieHo abo
YCKJIAHEHO, 3aJIe)KHO BIJ COIIAJbHOI Ta BIKOBOI KaTeropii pelMITiEHTIB.
Anantanis  3a0e3nedye OCHOBHE BIATBOpPEHHs 1HGoOpMaIi NepHioTBOpy i

30epirae HaJeKHUN 0OCAT TIEpeKIIay.

Aoexeamnuii nepexnad — 1e TOBHOIIHHUN TPaBUIBHUM MEPEKIa] OPUTIHATBHOIO

TEKCTY, 3a SKOTO HOro 3Mict, (hopMa, CTHIICTHYHI OCOOJMBOCTI i aBTOpChKa
CIPSIMOBAHICTh / TMIATEKCT BiATBOPIOIOTHCS 0€3 CIIOTBOPEHHS 1 CYTTEBUX 3MIH.
AeKBaTHHI TepeKyial 3aBXKAW € JITepaTypHUM, TOOTO OpPIEHTOBAHWM Ha

JTEpaTypHi HOPMU MOBU TIEPEKIIATY.

Ananimuuni memoou peoazysannsa NoJAraloTh y TOMY, 110 HAJ, MaTEMAaTUYHUMH Ta
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JIOTIYHUMHU KOMIIOHEHTAMH TIOBIIOMIIEHHS (MHU(PPOBUMH JAaHUMHU, TTOHSATTSIMHU,
YMOBUCHOBKAMH, JOBEJACHHSIMH) BHUKOHYIOTh OOYHMCIECHHS (BIAMOBIIHO
MaTreMaTu4Hi a0o JIOTiyHi) ¥ TMOPIBHIOIOTH I1X 13 [JaHUMH, TPSIMO YH
OMocepeIKOBaHO 3a()iIKCOBAaHUMU B IIbOMY MOBIJOMJIEHHI 200 OIMYyOI1KOBaHUMU

B JIOBIIHHUKAX.



AHmonimiunuil nepeknao — 11e KOMIUIEKCHA JICKCUKO-TpaMaThyHa TpaHcopmMmaiiis, y
SAKIA OJTHOYACHO 3A1MCHIOIThCS MoAu(ikalii JEKCUYHOI Ta CUHTAKCUYHOT
CTpyKTyp. Ha mpakTuii aHTOHIMIYHHMIA NTepeKa, sK IPaBUIIO, OB’ A3YEThCA 3
3aMIHOI0 OJIHIET 3 JIEKCEM OpHUTriHaly Ha ii MDKMOBHUN aHTOHIM. IIpu npomy
Iy’)€ YacTO CTBEP/KYBaJbHA KOHCTPYKLIS y PEYEHHI BHUXIJHOTO TEKCTY
3aMIHIOETHCS HA 3allepeyHy B MEPEKIIal 1 HABMaKH.

Amenyiiini nomMuaKu BUHUKAIOTH YHACHIOK TMOPYIIEHHS Yy MOBIIOMJIEHHI
KOHTaKTHOI ()YHKLII MOBH ¥ MEpEeKIIOUYEHHSI pELUIII€EHTaMUd yBarud Ha 1HIII
0o0’extu. 1li moMuIKM MOB’A3aHI 3 BOJICIO PEIMMIEHTa MO0 CHPUMHATTSA:
aBTOpP HAMAaraeTbCsi 3MYCHUTH PELHUIIIEHTIB CHpUAMATH TIOBIOMIICHHS, a
pEelHITiEHTH a00 He ToYald WOro CIpHiiMaTH, abo, pO3MOYaBIIH, TMPUTHHIIN
BHACJIZIOK TMEpPEeKIIOYeHHS YyBaru. HasBHICTb TakuxX TMOMHUIOK OCOOJIHMBO
HeOe3neyHa /i TUX TOBIJOMIIEHb, IO pPO3paxOBaHI Ha BHUIIAJKOBE
CIIPUUHATTS (peKJIaMHI1, ariTalliiHi Ta IPOoMaraHauCcTChKi).

byxeanizm — nmepexknananbka IOMMIIKA, SKa € Pe3ylIbTaTOM BiIMOBIAHOCTI
(opManbHUX UM CEMAaHTUYHUX KOMIIOHEHTIB JIBOX MOB.

Buou exeiganenmnocmi — pO3PI3HAIOTH, Takli M'SITh BHJAIB E€KBIBAJICHTHOCTI:
JICHOTaTUBHY, KOHOTAaTHBHY, TEKCTyaJlbHO-HOPMAaTHUBHY, IparMaTH4HY,
dbopmanbHy.

Biooopaycysanvhi nomunku NoJSITalOTh Y TOMY, IO y PEIUIIIEHTA TIPH CIPUWMAaHH1
3HaKa BUHUKAE IHITUNA 00pa3, HiXK B aBTOPA MOBITOMJICHHS.

I'enepanizayia — 3amiHa IEpeKIIaHOTO CJIOBA, SIKE MA€ By3bKe, KOHKPETHE 3HAUCHHS,
IHIIOMOBHHUM €KBIBAJIEHTOM, SKHI Mae IIWpILIEe, y3arajJbHIOOYE 3HAYCHHS.

[IpoTunexHe: KOHKPETU3AITIS.

lineponimiuna 3amina — TepeKiafanbka 3aMiHa TIMNOHIMA TIMEPOHIMOM
(renepaizartis).

linonimiyuna 3amina — TepeKiajganbka 3aMiHa TiNEpPOHIMAa  TIMOHIMOM
(KoHKpeTH3allis).

I'pamamuuna mpancgpopmauyia (a00 rpamaTuyHa 3amiHa) — 1€ NEpPEKIAAABKUM

MpUHOM, 3a SIKOTO TpaMaTH4HAa OJMHUIIS OPUT1HAILY MEPENaeThCs B MEpeKiiai
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IrPaMaTUYHOIO OJWHUIICI0 MOBH TIEPEKIaay 3 IHIINM KaTeTOpiaIbHAM
3HAYCHHSIM.

Jlekomnpecia (0odaseanns) — TIPEACTABIS€ PO3MIUPEHHS TEKCTY OpUTIHATLY,
MOB’sI3aHE€ 3 HEOOXINHICTIO TOBHOTH IepeAadi Horo 3MiICTy, a TaKoX
BIIMIHHOCTSIMU I'PaMaTUYHOTO ycTpoto. [IpoTunexne: kommpecis.

VY Ouckypc-ananizi MOXyThb BUKOPUCTOBYBATHCS TakKl TpaJULIMHI MiAXOAHU:
KOHBEpCAIliiHUN aHali3 Ta HAPATUBHUW aHaJi3 JUIsi BH3HAYCHHS 3B s3KYy
«MIKpOTMOAIi» 3 OuUIbll 00 €MHHMM JIHMCKYpcaMu 1 NPOAEMOHCTPYBAaTH, SK
HapaTUBU KOHCTPYIOIOTh COIIAIbHUNA JOCBIJ, eTHorpadiuHi METOau IS
3’sICYBaHHS B3a€MOJIii JUCKYPCIB B KOHKPETHUX MPAKTUKAX; KOHTCHT-aHAI3 K
iHTEprIpeTaTUBHA (pOopMa JAOCIIHPKCHHS IS BHSBJICHHS CB’SI3KY 3MICTy TEKCTY
3 MIUPIIMMH TUCKYPCHUMHU KOHTEKCTaMH.

Jucmpudbymusnuii ananiz — MeTOAUKa JOCHIIKEHHS MOBH Ha OCHOBI OTOYCHHS
(mucTpuOyIii, po3MoALTy) OKpeMHX OJMHHUIL y TekcTi. lle cBoepigHuii
nemu@pyBaIbHAM  MIAX1J, [0 TPYHTYEThCS HA  OCHOBI  BHBYCHHS
CIOJIy4yBaHOCTI MOBHO1 OJIMHHUIIl 3 1HIIMMHU OJUHULISMH, SIKI HA3UBAIOTHCA
OTOYEHHSIM, 400 KOHTEKCTOM, ITUX OJMHHUIIb.

Eoumonozia — Hayka, sika BHBYA€ TEOpil0 penaryBaHHs (Bim Jnar. ,redactus” —
npusederuti 00 NOpsiOKy) TIOB1IOMJICHbB.

Exeisanenmuuit nepexnad — nepekiajl, sKui 311MCHIOETBCS Ha PiBHI, HEOOXITHOMY 1
JI0OCTaTHHOMY JIJIS TIepeaadi He3MIHHOTO TIaHy 3MICTY.

Exeisanenmni ¢ionogionocmi — BapiaHT TiepeKiaay, KOJIM 3HAYCHHs CIIIB MMOBHICTIO
OJIHaKOBE Y JBOX MOBAX.

Exeisanenmnicmo  nepexknady —  30alaHCOBaHE  CIIBBITHOIICHHS  JIBOX
HAaWBXJIMBINIUX XapaKTEPUCTUK TEKCTY OpPHUTiHATY 1 TEKCTy TMepeKIany:
MOBHOTH 1 TOYHOCTI 3MICTY, IO MEPEAAETHCS; 30epeKEHHS BIAHOCHOT PIBHOCTI
3MICTOBOI, CMUCJIOBO], CEMaHTHYHOI, CTHITICTHYHO] Ta
(GYHKIIIOHAIbHOKOMYHIKATUBHOI  1H(pOpMallli OpuriHaly Ta MepeKianmy.
TpanuiiiiHo B mMepeKiIafo3HABCTBI PO3PI3HIIOTh I[MOBHY €KBIBAJICHTHICTh

(omWHUIIE MOBH OpWTriHAJIy TMOBHICTIO TOTOXHA TIEBHIM OJWHUIIl MOBHU
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MepeKyialy 3a CEMaHTUYHUM OOCSITOM, CTHJIICTUYHOI  HAJIEXKHICTIO,
CIOJIYYyBaHICTIO Ta 1H.), YACTKOBY €KBIBAJICHTHICTh (KOJM TIE€BHA BUXITHOI
MOBHU HE € TOTOXXHOIO TMEBHIA OJWHHUII LUILOBOI MOBH 33 CEMaHTUYHUM
o0carom 1/ad0 CTUIIICTUYHOIO MPHUHAJIEKHICTIO, CIIONYYyBaHICTIO Ta iH.). Bei
HIII JIGKCUYH1 BIJIMOBITHOCTI OyayTh BaplaHTHUMU; TOOTO, OJAHOMY CJIOBY
1HO3eMHOT MOBHM OynyTh BIAMOBINATH JEKUIbKAa 3HAY€Hb PIJHOT MOBH, YU
HaBITAKHU.

3unauenneei nomunku TOJNSATAIOTh Yy Yy HENPaBUIBHOMY CIIOBOBXMBaHHI, aBTOPH
3aMiICTh MOTPIOHUX BXKHUBAIOThH CJIOBA 3 IHIIUMH 3HaUYE€HHAMH. OCOOIUBO YaCTO
BOHM TPAIUISIOTHCS MPU ayAi0Bi3yasbHIli nepenayi iHbopmarii.

Kanyenapuszmu — 11e cjioBa 4u CJIOBOCIIOIYUYCHHS, SIK1 HaJie)KaTh 70 oimiiiHoro abo
613HecOBOr0 (YHKIIOHATBHUX CTUJIIB, aJie BXKUTI B XYJJO’KHIX TBOpPaX.

Kocnimueni memoou peodazyganna HalexaTh J0 YHUCIIa THX, SKI mepeadavaroTh
KOHTPOJIb 3HAYEHHS KOMIIOHEHTIB TMOBIIOMJIEHHS (CIIB, CIOBOCIOJYYEHbD,
peYeHb TOIIIO).

Kooyeanbni nomunku nonsraioTh y TOMY, 110 B KOJI1 3HaKa (CJIOBA) € BIAXUJICHHS BiJ
HopMU. TOMy KOAyBaJbHMMU TOMIJIKAMHU €, HAMpPHUKIaA, OuIbllla YacTUHA
MOXUOOK.

Komnapamueni memoou peoazysanns. CyTb KOMMNApaTHBHUX METOJIB KOHTPOJIIO
MoJIITa€ B TOMY, IO 3 PI3HUX MICIb (TOYOK) TMOBIJOMJICHHS BHOMPAIOTH Ti
KOMITOHEHTH, SIKI OMUCYIOTh OJMH 1 TOH caMUi 00’€KT YU B SIKOMYChH 1HIIIOMY
IJIaHI € OJHOTHUIIHHUMHM, a Jai, MOPIBHABIIN iX, 3’SICOBYIOTH, UM TOTOXHI IIi
KOMITOHEHTH, YU Hi.

Komnpecia (cmucnenns) — Oynb-sKe CKOPOUYEHHS KUTBKOCTI YJIEHIB peueHHs abo
MPOIYCK IHUX €JeMEHTIB y mepekiasni. [IpuuanHM BHUKOpHUCTaHHS KOMMpECIi:
cnenugivyHi 0COOIMBOCTI TpaMaTUYHOI CTPYKTYPH MOBH, CTHIJICTHYHI a0o
nparmMatuyHi ¢pakTopu. [IpoTunexne: nekomMmpecis.

Konkpemu3sayia — mniepexiajallbKuil MPUHOM, 3MICT SKOTO IIOJSATa€ B TOMY, IO
MepeKIagHa OJWHUIIA 3a CBOIM 3HAYEHHSAM OUIbII KOHKpPETHA, HDK BUXIJIHA.

[IpoTunexne: reHepaizaiis.
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Koniweanoni nomunku (cnomeopenns) BUHUKAIOTH BHACIIIOK MEPENUCYBaHHS,
KOITIIOBaHHSI OpUriHany a0o mnepeknany (HampukiIaa, aBTOPCHKUN OpHIriHaj
nepeapykoByoTh y 3MI micis pemaryBaHHS, MPOCKT BHUIAHHS IEPEAAOTh
kaHanmamu 3B&apos;a3ky 13 3MI y npykapHio Ttomro). [ns momryky i
BUJIAJICHHSI 3 TIOBIJIOMJICHHSI CIIOTBOPEHb Y BHUJABHUYINA CIIpaBl MPOBOASTH
KopekTypy. JDkepemamMu  BHHUKHEHHS  CIOTBOPEHb  MOXYTh  OyTH
IHCTpYMEHTaJbHI (TEXHIYH1, TpOrpaMHi, iHdopmalliitHi) 3acodou adbo nepcoHal.

Kopexmypnumu 3nakamu (3HaKaMu BUIPABJICHHS) HA3UBAIOTh CIEIaJIbHO
YTBOPEHY JJIsi BHJABHMYOI CHpaBH 1 NPUUHATY Ha JEpKaBHOMY piBHI
(HampuKIIa, y BUTJIAII CTAaHAAPTY) MHOKUHY 3HAKIB, SIKI BUKOPUCTOBYIOTh IS
dikcarrii Micus po3TanTyBaHHS MOMUJIOK y TOBIIOMJIEHHI Ta 3aJaHHS METOMIY
ix BunpaBiieHHd. KOpekTypHi 3HaKM AUIATh Ha 3HAK 1 JUIT TEKCTOBOI W JIIs
UTFOCTpAIlIITHOT YaCTUH OpUTIHATY.

Jekcuuni mpancghopmauii — 1ie nepegaya 3Ha4YCHHS JEKCUYHUX OJIMHULIb OPUTIHAITY
B JIaHOMY KOHTEKCTI JIeKCeMaMH MOBHU TMepeKiiaay, M0 He € IXHIMH
CJIOBHUKOBHMH BIJTIOBIIHMKAMH, SIKI 3MIHUBIIM CBOK BHYTPIIIHIO (OpMY,
NepelaloTh CEHC, aKTyali30BaHWW OAMHUIIMHU OpHUTIHAYy. 3arajoM MOKHa
BUOKPEMHUTH TII'SITh BHUJIB JIGKCHYHUX TpaHchopMallid: Koukpemusayis,
2eHepanizayis, 3miyerHs, 000A8AHHA MA BUTYYEHHSL.

Jinzeicmuunuit memoo — 1€ 3aci0 Ta croci0o, 3a JOMOIIOIOIO SIKOrO JIHIBICTH
OTPUMYIOTH 3HAHHS PO MOBY, Mi3HAIOTH .

Memoo oocnioxncenna — 1e TOW «IHCTPYMEHTY, SIKMi BUKOPUCTOBYETHCS JITHTBICTOM
JUTSE OTpUMaHHS (DaKTHYHOTO MaTepiaidy y XOA1 HayKOBOTO JOCHTIIKEHHS, STKUH
JI0TIOMArae JIHTBICTY BUPIIIUTH MOCTaBICHI HAYKOBI 3aB/IaHHS.

Memoo KommeKkcmyanbnozo amanizy € CyKYIHICTIO MPOIENyp, CIPSIMOBAHOIO Ha
BCTAQHOBJICHHSI CTaTyCy TEKCTY BIAHOCHO IHIMUX TEKCTIB, HOTO0 3HAYMMOCTI B
COIIOKYJBTYPHOMY KOHTEKCTi, @ TaKOXX Ha PEKOHCTPYKIIIO aBTOPCHKOTO
(KOMYHIKaTUBHOI0) 3aJlyMy, MOTHBIB 1 LIJIEH, 3aralbHOTO 3MICTY, peLIENTUBHOI

CIPSIMOBAHOCTI TEKCTY TOIIO. JlesiKi MOCHITHUKU BBaXKalOTh 1€ METOJ
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PI3HOBUJIOM 3arajbHOTO OINKHCOBOTO METOAY, XOU OCTaHHIH 3aCTOCOBYETHCS,
3BUYAtHO, 1110/I0 MEHII CKJIAJIHUX MOBHUX OJUHUIIb.

Acnekm (nioxio) niH26ICMUYHO20 00CHI0NHCEHHA BU3HAYAE TOUKY 30pYy, Pakypc
pO3MJIsily TIEBHOTO MOBHOTO YW MOBJICHHEBOTO 00’€kTa. Y MOBO3HABCTBI
BIIOMI ~ CHUCTEMHHUH,  CTPYKTYpHIHd,  CEMIOTMYHHMH,  KOMYHIKATUBHO-
(yHKII0HAIBHUIM, KOTHITUBHUM M1IXOAH TOLIO.

B ocHOBiI cucmemmnozo nioxody nexuTh pO3IJISiI MOBU SIK CKJIQAHOTO 00’ €KTy —
IUTICHOT CYKYITHOCTI €JIEMEHTIB 3 ypaxyBaHHSM BIJHOIIEHb 1 3B’S3KIB MIX
HUMU. [Ipy IbOMY BUBUYAIOTHCS CIIOCOOM 00’ €THAHHS €JIEMEHTIB y €MHE IIIe,
(GyHKIIT cUCTEMU, IO BU3HAYAIOTHCS 11 €JIEeMEHTaMH, il MOXOKEHHSI, MEXIi Ta
BIJTHOIIICHHS 3 1HIITUMH CUCTEMaMH.

Cmpykmypunuit nioxio, sxuii OyB 3axnaaeHuii @. Coccropom, mnependaydae
CUHXPOHHE JOCIIDKCHHS, SKE MICTHTh JBa BHUMIpPH, IO BiIOOpaKarOTh
CTPYKTYpPHI  BIIHOIIEHHS — TOPU3OHTAJIbHHM  (CMHTarMaTMYHUN) Ta
BEePTUKAIBHUH (TTapauTrMaTHIHUR ).

Cemiomuunuil nioxio nepegadavyae BUBYCHHS 3HAKOBUX SIKOCTEH MOBHHMX OJWHUIIb 3
ypaxyBaHHSIM TaKUX AacCIEKTIB, K CEMAaHTUYHUHN (3HAYEHHS), MparMaTHYHHMA
(ocobnmoCcTl BXMBAHHS), CHHTAKTHUYHHMKM (BIIHOIIEHHS OJHUHHIIL B paMKax
CHUCTEMHU MOBH).

Komynikamueno-@ynxkuyionanvnuit  nioxio  TOB’sS3aHUA 13 JOCIDKCHHSIM
(GYHKITIOHATBHUX OCOOMHMBOCTEM Ta peamnizamiii (QyHKIIH OJUHUIL MOBH Y
PI3HOMaHITHUX CUTYaIlisIX CIIUTKYBaHHS.

Kozcnimuena ninrgicmuxa (Bif aHri. cognition «3HaHHS, IM3HAHHS», «Ii3HaBaJbHA
3/IaTHICTH») —MOBO3HABUUN HAMpPsM, KU po3Tisigae (yHKIIOHYBaHHS MOBHU
SK PI3HOBUJ KOTHITHMBHOI, TOOTO Mi3HABAJIBHOI, IISJIBHOCTI, a KOTHITHBHI
MEXaHI3MHU Ta CTPYKTYpPH JIOACHKOI CBIJIOMOCTI JOCIIDKYE dYepe3 MOBHI
SIBUIIIA.

Koenimuenuii nioxio nokiavukaHuil 3’sCyBaTu pojb MOBH y MPOIIECI CIPUUHSTTS Ta
Mi3HAHHSA JIIOJIMHOI0 ITI03aMOBHOTO CBITY, KaTeropusailii Ta Kiacudikarii

ySIBJICHb PO HABKOJUIIHE OTOYEHHS. BUOip MEBHOr0 METOy 3HAUHOIO MIPOIO
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MIPOrHO30BaHUN METOI0 JOCIIIKEHHA, KU 1 popMye MEBHY METOAOJOTIIO 1
aCHeKT JOCIIIHKEHHS.

Konyenm — OaraToBUMipHE yTBOPEHHS, IO XapaKTEpHU3YEThCS  TaKUMHU
IUQEpeHIINHUMI O03HAKaMHU: 3B’S30K 3 MOBOIO, MHCICHHSIM, MaM’ SITTIO Ta
NICUXIKOI,  a0CTparyBaHHS,  €THOKYJbTYpHE  3a0apBJi€HHS,  MOMEHT
MIEPEKUBAHHS, cnenudikais, y3arajbHEHHs, aBTOpe(PEPEeHTHICTD,
O€3TUIECHICTh, BIJIKPUTICTh, BIYHICTh, IWHAMIYHUN XapakTep, THYUYKICTh,
MHOKMHHICTh ~ CKJIQJIHMKIB, TMOTEHI[IHHA Cy0 €KTUBHICTh, TPUBAIICTh 1
CKJIQJIHICTh (OPMYBAHHS, CTEPEOTHUIIHICTh 1 KOHCTAaHTHICTh, KOJOBAHICTh Y
YyTTE€BO-O0pa3HUX YSABIEHHSAX 1 BUKOHYE TMI3HABAIbHY (QYHKIIIO, (YHKIIIT
30epeKeHHs 3HaHb PO CBIT, CTPYKTYpPYBaHHS 3HAHHS, OPIEHTYBAHHS Y CBITI.

Konuenmyanonuit ananiz naimenyeany Moxe NpuUAMaTH pi3HY (GOpMY: MOXKHA
BUBYUTH KOHIICTITU Ta CYKEHHS, IO CTOSITh 3a 3BUYAWHOI KOHKPETHOIO
JIEKCUKOI0; MOYHA 31MCHUTH KOHIIETITYaJIbHUN aHalli3 KIIOYOBHUX CIIIB €TOXU;
MOKHA, CKOPHUCTABIIMCS METOJIUKOI (PperMOBOI CEMaHTHKH, CIpPOOYyBaTH
BUBYUTH, SIKI CTPYKTYpPHU 3HaHb CTOSATDH 32 TUMH YU 1HIIUMHU KJIaCAMH CIIIB.

Jlokanvni nomunku BUHUKAIOTH BHACHINOK BIIXWICHHS MICIS, BKAa3aHOTO Y
MOBIOMJICHHI, BiJ MICIIA y CBITI, ONKHCYBaHOMY B Marepiajli (pealbHOMY,
NICEBJIOPEATLHOMY YU ippeaJbHOMY).

Memoou pedazyeanna — 1i¢ TOCTIIOBHICTh TIPOIEAYp, SAKI JalOTh 3MOTY
BIJIITYKYyBaTH B OKPEMHUX KOMIIOHEHTAaX IMOBIJOMJICHHSI BIIXWJICHHS BiJ HOPM
Ta BUNPABIATH iX. Pi3HI JOCTITHWMKHM BHAUIAIOTH PIi3HY KUIBKICTH METOJIB
penaryBaHHs, JETANI3yIOUH iX Ta PO3MISIUIIOIYH iX Ha OKPEMI Omeparlii.

Mooanvni nomunxu. I'eHepy0Yn TEKCT, aBTOPU B MEPEBaXKHINA OUTBIIOCTI BUTIAAKIB
3HAIOTh, y SKOMY BIJHOIIEHHI 1O MIMCHOCTI mepelyBae ixX MOBiTOMIICHHS.
[Ipote iHOMI, BHW3HAYAIOYM TaKe BITHONUICHHS, 1 CaMi aBTOPH MOXKYTh
MOMIISITHCS, HANPUKIIAJ, KOJW BHJIAIOTh HAYKOBY TinoTe3y 3a (pakTUIHMIA
CTaH peuei.

Mooynayin, (noziunuil/cmuciosuii) po3eumoKk — 1€ JIEKCUKO-CEMaHTHUYHA

TpaHc(opMallisi JOriYHOTO PO3BUTKY 3HAYEHD, KA MOJISITAE€ Yy 3aMiHI OJIHOTO
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CKJIaJJHUKA TPUYUHHO-HACTIAKOBUX BIAHOCHH IHIIMM, JIOTIYHO 3 HUM
NoB’s13aHUM Tipu 30epexeHHi iHBapianta. Hanpuknan: He always made you
say everything twice — Bin 3asoicou nepenumyesas.

Hegionogionicms — YpUBKM BHXIJHOTO YU TMEPEKIATHOTO TEKCTY, fAKI MICTITh
Herepeany ado JI0MOBHEHY 1HPopMaIlito.

Hopma — e napameTp, CIUCOK, 11a0J0H, CTPYKTypa (MOJIEb) YU MOJOKEHHS, SIKi B
ONTUMAJIBHUX TIOBIAOMJICHHSX CIIYXaTh JUISI BUPAXKEHHS KOMIIOHEHTIB iX
CTPYKTYpH.

Hopmamueni nomuiku BUHUKAIOTH TO1, KOJM B MOBIJOMJICHHI € BIAXWJICHHS BiJ
KOHKPETHUX HOPM, BCTAHOBJICHUX CYCIIBCTBOM (KOHKPETHOIO JIEPKABOIO).

Hopmu exsieanenmnocmi nepexinady — BUMOTH, 10 BUCYBAIOThCS 0 BIATBOPEHHS
3MICTY, (POPMHU, CTUJIIICTUKU ¥ BHYTPIIIHHOTO MIATEKCTY OPUTIHATY MpU HOTO
nepeknaai. OCHOBHI BHMOTH JIO TIEPEKIaay XYAOXKHBOI JIiTepaTypH:
1. Tounicme. Ilepexnamad 3000B'A3aHUN JIOHECTH JO YWTaya MOBHICTIO BCI
JyMKHU, BUCIIOBJIEH1 aBTOpoM. [Ipu 11boMy MOBHHHI OyTH 30€peKeH1 He TUIbKU
OCHOBHI TTOJIOKEHHSI, aJle TAaKOX HIOAHCH 1 BIATIHKMA BUCJIOBY. [likiyrounch mpo
NOBHOTY Tiepe/layl BUCIIOBY, MepeKiazady pa3oM 3 THUM HE IMOBHHEH HIYOTO
J0/aBaTH Big ceOe, HE IOBMHEH JIONOBHIOBATH 1 IIOSICHIOBATH aBTOpA.
2. Cmucnicmo. Ilepexnanay He TOBUHEH OyTH OaraTociiBHUM, TYMKH ITOBHHHI
OyTH BHWKJIAJeHI B MaKCHUMaJbHO CTHCIIHN 1 JlakoHIYHIA dopmi. 3. HAcuicme.
Cnmig yHHKaTH CKIAQQHAX 1 JBO3HAYHHX OOOPOTIB, MO0 YCKIATHIOIOTH
cnpuiHATTS. JlymMKka Mae OyTH BHKJIAQJ€HA MPOCTOIO 1 3pO3yMINIOI0 MOBOIO.
4. Jlimepamypuicme. [lepexnax  MOBMHEH  TOBHICTIO  BIAMOBIZATH
3arajJbHONPUUHATAM HOPMaM JIiTepaTypHOi MOBH.

0O6'conanna peuenv — 1 TepeKIafallbKUid MpPUMOM, 3a SKOTO CHHTAKCHUYHA
CTPYKTYpa OpUTiHANY MEPETBOPIOETHCA 3 JBOX UM OUIBIIIE MPOCTUX PEUYCHb B
onue cknague. [IpoTunexxna Tpanchopmaris: WieHyBaHHS PEUYCHb.

Oounuyi nepexnady — OJIUHUIISL MOBHM, sIKa TMOTpeOye CaMOCTIHHOIO

MePEeKIIaIallbKOTO PIIICHHS.
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Onucoeuit memoo MICTUTH TaKl IOCIIOBHI €Tanu: 1) BUAUICHHS OJUHULb aHAIIZY —
dboneM, mopdem, ITEKCEeM,KOHCTPYKIIM TOomo (MepBUHHA CETMEHTalllsn); 2)
YICHYBaHHS BUAUICHUX OJWHUIIL (BTOPUHHA CETMEHTAIllsl): TOUT PEYSHHS Ha
CIIOBOCTIOJTYYCHHS, CIIOBOCTIONIYY€HHS Ha cioBodopMu, cioBopopmu Ha
Mopbemu, mophemu Ha (oHemu, GoHemMu Ha auUdEpeHIIHI O03HAKU; 3)
kinacudikaiis W iHTEpOpeTalis BHAUICHUX OAWHUIL. ONUCOBUI METO.
BUKOPHUCTOBYE MPUIOMH 30BHIIIHBOT Ta BHYTPIIIHBOT IHTEPHPETALLIi.

Ocnoenuil napadokc meopii peoazyéanns — NPUHITMIIOBA HEMOXKIIUBICTh OTPUMATHU
a0COIOTHO OE3MOMIIIKOBUH TEKCT 1 HEMOXJIUBICTH CTBOPUTH MOJIEINb
penaryBaHHs, siKa ycyBaia 0 13 TEKCTy aOCOIOTHO YC1 TOMUJIKH.

Hapamempuuni memoou peoazygannsa. CyTb mapaMeTpUUHUX METOJIB TIOJIATAE B
TOMY, IO KOMITOHCHT TOBIJOMJICHHS TOPIBHIOIOTH 3 BiJIMTOBITHOIO HOPMOIO,
chOopMOBaHOI0O B HOpPMAaTMBHIM 0a3l y BUIJISlI MapameTpa, 1 Ha IMiJCTaBi
KPUTEPIIO BIAMOBIIHOCT] BUPIIIYIOTh, YU € B KOMIIOHCHT1 TOMIJIKH, YH HI.

Ilaponimu — cnopa, 611M3bK1 3a 3ByYaHHSIM, ajie Pi3HI 3a 3HAUCHHSIM.

Ilepeknao — 1) misapHICTH, MO0 IOJATa€ y BapiaTUBHOMY IE€PEBUPAKEHHI,
NEPEKOIyBaHHI TEKCTY, OPOKEHOT'0 OJIHIEI0 MOBOIO, Y TEKCT 1HIIIOIO MOBOIO,
0 3MIMCHIOE TepeKiIazad, SKUH TBOPYO IMiA0HMpae BapiaHT 3aJeKHO BiJ
BapiaTUBHUX pECypciB MOBH, BUIY IMEpeKiaay, 3aBIaHb NEPEeKIany, THUILY
TEKCTy ¥ I BIUIMBOM OCOOMCTOI 1HAMBIIYaJbHOCTI; 2) Mpolec iSIbHOCTI
nepeksiajzada mo 3a0e3NeueHHI0 KOMYHIKAIii MDK HOCIIMH DPI3HUX MOB Ta
oOMiHy iH(popmarii MK HuMH; 3) pe3yibTaT NEPEeKIaNanbkoi TBOPYOCTI,
TOOTO TEKCT y Horo YycHii Yu mnHUCHhMOBIA Qopmi; 4) ymMOBHa Ha3Ba
MePEeKIaT03HABYNX JUCITUTUTIH.

Ilepeknaoauvki mpauncgpopmayii — 1e MDKMOBHI TIEPETBOPEHHS 3 METOIO
JOCSTHEHHS TepeKIaanbkoi eKBiBaJIeHTHOCTI. lle HaBMHCHI BigcTymu Bix
CTPYKTYPHOTO Ta CEMAaHTHYHOTO TMapajeii3sMy MDK TEKCTOM OpHWriHam i
TEKCTOM TEepeKJiaJ] Ha KOPUCTh iX piBHOLIHHOCTI. TpaHcdopmaliss — ocHOBa
OuIbIIOCTI TpUitoMiB niepeknany. [lomnsirae B 3mMiH1 popMasibHUX (JIEeKCUYHI 200

rpamMaTu4Hi TpaHncdopmailii) ab0 ceMaHTUYHUX (CeMaHTHU4H1 TpaHchopmallii)
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KOMIIOHEHTIB BHUXIJHOTO TEKCTy mpu 30epexeHH! iHdopmallli, Tpu3HaA4eHOi
JUTSL Iepeadl TEKCTY.

Ilepexnaonicmsb — NPUHIIMIIOBA MOKIIUBICTh JOCSATHEHHS €KBIBAJCHTHOCTI CTOCOBHO
BChOT'0 TEKCTY 200 Oy/b-1KO1 HOT0 YaCTHHHU.

Ilonoxcenneei memoou pedazyeanna KOHTPOJIOIOTh HA BIAMOBIAHICTh KOMIIOHEHTIB
MTOBIJJOMJICHHS TIEBHUM HOpMaM (JIIHTBICTUYHUM, COIIIaILHUM,
NCUXOJIIHTBICTUYHUM, 1HPOPMALIIMHUM 1 IHIIIHUM).

Ilomunka — 00’ €KTUBHE BIIXWJICHHS Bl HOPMH, SIK€ € PI3HULICIO MDK HEMPABUILHUM
KOMITOHCHTOM  TIOBIIOMJICHHS Ta HWOro HOPMAaTUBHUM (TPABHJIBHHM )
IOJTAHHSIM.

Ilpacmamuuna adanmauyia — pi3HOBU] TIEPEKIANAIBKOI JAISIBHOCTI, CIIPSIMOBaHUMN
Ha BIiTBOPCHHS OPUTIHAIBHOTO TEKCTy 3 ypaxyBaHHSAM pPIiBHS MiJATOTOBKU MU
CIOPUMHSTTS PELUITIEHTIB, X COIIANIBHOT 1 BIKOBOT KaTeropii.

Ipuitomu 306niwnboi inmepnpemauyii OyBalOTh JBOX BHIIB: a) 3a 3B’S3KOM 3
03aMOBHUMH SIBHIIAMHU (COIIIOIOTIYHI, JIOTIKO-TICMXOJIOT1YH1, apTHKYJ/ISAI[IHHO-
aKyCTU4Hi); 0) 3a 3B’SI3KOM 3 IHIIMMH MOBHHUMH OJIUHUIIMH (TIpUHOMU
MDKPIBHEBOI IHTEpIIpETALIil).

Peoazyeannn — 1) Bung mnpodeciiinoi gisapHOCTI (B cdepi  apyKyBaHHS,
KHUTOBHJIABHUIITBA, TejieOaueHHs, paJiOMOBJIEHHSA); 2) CKIagoBa 4YacTHHA
npolecy BHUIABHUIITBA, sIKa BKIIOYa€E TBOPYY poOOTYy penakropa Haj
PYKOIIMCOM TBOPY 3 METOIO TOKpAIEHHSI MOTO B iI€0JIOTTYHOMY, HAYKOBOMY,
JTITEpaTypHOMY TUIaHI Ta MIATOTOBKU JI0 BHUIYCKYy B CBIT; 3) NpPUBEICHHS
3mMicTy 1 ¢opmMu  OyAb-sSKOrO  JOKYMEHTY y  BIANOBIAHICTH 13
3arajJbHONPUUHATUMH YU YMOBHO BCTAHOBJIICHUMH BUMOTAaMU 1 HOPMaMH.

Pigni ekeigeanenmnocmi nepeknady — BUAUIIOTBCS M'ATh TaK 3BaHUX PIBHIB
€KBIBAJICHTHOCTI, 3 SKUX JIBa MEPUIUX (PIBEHb CJiB, CIOBOCIIOIYYEHB 1 PIBEHB
pPEYCHHSI) CIIBBIAHOCATHCS 3 TPSIMUMH MDKMOBHHMH TpaHchopmariissmMu, a
pemta  OPUNYCKAalOTh  JIOCTaTHbO  BUIBHY — IHTEpPOpETalll0  3MICTY

MePEeKIIaIallbKOTO TEKCTY Ha OCHOBI IIUPIIOTO KOHTEKCTY.
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Cemanmuynuin Oykeanizm — TIOMUJIKA T[epekjazadya B pe3yJbTaTl nepenadi
CEMaHTUYHMX KOMIIOHEHTIB CJIOBA, CJIOBOCIONYYEHHS 0€3 ypaxyBaHHS IHIIHUX
(pakTopis.

Cemanmuuno adekeamuuil nepexknad — TEPeKiaja, SKUM IMepenae JIeHOTaTHUBHE
3HAQYCHHS BUXIJTHOT'O BUCJIOBY Ta BIJMIOBiIa€ HOPMaM MOBH NEPEKIIATy.

Cemiomuyni nomuaxku NOAUISIOTH HA KOAYBaJIbHI, B1I0Opa)KyBaibH1 Ta 3HAYCHHEBI.

Cumyamueni nomunaku BUHUKAIOTh BHACHIAOK BIIXWICHHS CHUTYyallli, BKa3aHOi y
NOBIJIOMJICHHI, BIJl CHUTyallli y CBITI, ONUCYBaHOI Yy TEKCTI (peajbHOMY,
NICEBJIOpEaIbHOMY UM ippeaibHOMYy). CUTyaTHBHI MOMUIKA MOKYTh BUHUKATH
TAaKOXK YHACNIIIOK BIAXWICHHS CHUTyalli, Ha $Ky M Yac CHPUUHATTS
MOBIJIOMJICHHSI PELUITIEHTAMU PO3pPaxOBYBaB aBTOP, BIJ CUTYaIlll, Ika BUHUKJIA
y 4ac Horo CIpUMHATTS HACTIPAB/IL.

Cnuckoei memoou peoazysannsa. Jns KOHTPOJIO MOBITOMIIEHb CTUCKOBUM METOJIOM
peIaKkTop y CBOiM HOpMaTHBHINA 0a3i MOBUHEH MaTH BC1 HEOOXIIHI CIHCKH
(kHUTH 94U aapecu [HTepHET-CepBEPIB 13 TAKUMU CITUCKAMH).

Cnoci6é nepexnady BU3HAYAETHCA K 00'€KTHUBHO ICHYIOYA 3aKOHOMIPHICTh MIEPEXOY
B1JI OZIHIET MOBH J10 1HIIIO].

Cnpuiinammesi nomMuaKu BUHHUKAIOTH JIUIIE Y MOMEHT IMEPBUHHOTO CHpPUWMAaHHS
MOBIOMJICHHS 1 CIPUYMHEHI IIEBHOIO JBO3HAYHICTIO Yy TEKCTi. Y mporieci
OCTAaTOYHOTO CTIPUHMAHHS BOHHU, K MPABHIIO, 3HUKAIOTb.

Cmunicmuuna moougpikayina — 3aMiHa B TIPOIECI TEPEKIAaAy CIEMEHTIB
BUCJIOBJIIOBAHHS, M0 HaJeXaTh JO OJHOrO (YHKIIOHAIBHOIO CTUIIIO,
€JIEMEHTaMH 1HIIIOTO CTHUIIIO.

Cmpykmypni memoou peoazysannsa NojAraloTb y TOMY, 10 CTPYKTYpYy KOMIIOHEHTA
MOBIJOMJICHHS TTOPIBHIOIOTH 13 MaCHUBOM CTPYKTYp, SIKi € B HOPMAaTHBHIiN 0a3i,
i Ha OCHOBI IPUIHITOTO KPUTEPIIO BIAMOBIAHOCTI BUABIAIOTH, YA TOTOXKHA TS
CTPYKTYpa SIKICh CTPYKTYpi HOpMAaTHBHOT 0a3M, 4 Hi.

Tezaypycni nomuaku BUHUKAIOTH y PEHUIIEHTIB TOMl, KOJM Yy TOBIAOMIICHHI
BXKMBAIOTh 3HAKM (CJIOBA), SIK1 BIACYTHI B iX Te3aypyci a00 HE MarOTh KOJHHUX

3B’SI3KIB 3 IHIIMMH CJIOBaMHU Te3aypyca. Taki MOMUIKM MOKHAa Ha3BaTH III€
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pPENATUBHUMHU (BOHM € TOMHJIKAaMH{ JIMIIE CTOCOBHO SIKOICh IEBHOI TpYIH
PELUITIEHTIB).

Temnopanvhi nomuaku BUHUKAIOTh BHACHIIOK BIAXWIEHHS 4Yacy, BKa3aHOro Yy
MOBIAOMJICHHI, BiJ 4Yacy B CBITI, ONKHCYBaHOMY B TEKCTI (peajibHOMY,
MICEBAOPEATILHOMY YH ippeaTbHOMY).

Teopia eionosionocmeit — Teopis, sKa TPYHTYEThCS HA TBEPJKEHHI, IO
NEPeKIaHUA TEKCT 3aBXJIM MICTUTh NEBHY KUIBKICTh 1H(opMmalii, ska
BIJICYTHSI Y TOYaTKOBOMY TEKCTI.

Texnixa nepeknady — CyKynHiCTbh MpoQeciiHuX TPUIOMIB, IKi BUKOPUCTOBYIOTBHCS Y
Ipoleci NepeKIaaabKoi AiSUIbHOCTI.

Tpancnamema — oOjuHULS TepekiIany. Y PpEaNCTHUHIA Apami Yd  KOMemil
TpaHCIsATEMa BKJIOYaTUME B cebe OOMIH perlikaMu MDK MepCOHaXaMu, Y
JIPUYHOMY BIpIIi BOHA JOPIBHIOBATUME MOPIBHIAHHIO 4M MeTadopi, a B TEKCTI
MOBICTI YW OMOBIJIAHHS PO3TATHETHCSA BIJ pedeHHs 10 ab3aimy. TpaHcisTeMa
I0pa3y BHUCTYIA€ SIK MEBHUM «aTOM 3MICTY», SKUH HE MOXHa MOIUIHTH 0e3
pYWHYBaHHS IIbOTO 3MICTY.

Dakmuyni nomuakKu, 10 SIKUX HAJEXKaTh TaKl TBEPIXKCHHS, MOJIAJIBHICTIO SKUX €
peanIbHICTh, IPOTE 111 BUCIOBIIOBAHHS — XMOHI (HAIPUKJIIA, PI3HUIIA Y CITOC001
MO3HAYCHHS MIpH BUMIPIOBaHb y HAIIIM KpaiHi Ta B aHTJIOMOBHHMX KpaiHax).

@Dyukuionanvua 3amina (260 TMomMyK (YHKIIIOHATHLHOTO BiAMOBITHHKA) IOJISTAE B
TOMY, 1110 TIEBHAa CHUTYyallis, OIMMCaHa 3aco0aMi MOBHU JDKepesa, MepelaeThCs y
MOB1 TMEpeKIaay BHAO3MIHCHUMH a00 I1HIIUMU JICKCHYHUMHU OJUHHUISIMH -
BIINIOBIIHUKAMH, 10 CKJIAJAIOTBCS y  CIOBOCIOJIYYEHHS (CHHTarMu,
iHbopMmaTHBHI OJOKHM, MUl pedeHHS Ta HaAGpa3oBl OAWHUIN) 3TITHO 3
HOPMaMH Ta MpaBUJIaMU TPAMaTUKH, MPUAHATUMH B MOBI1 IIEPEKIaIy.

Xy0oscHiii nepexknad — PI3HOBH] JIiTEPaTypHOI TBOPUYOCTI, BHACTIJIOK SKOi TBIp,
ICHYIOUH B OJHIA MOBI, «O’KMBa€» B 1HIIINA. 3BayKar0YM HA T€, HACKIILKH TOYHO
X.M. BIATBOPIOE OpHUTIHAI, HOTO HA3WBAIOTh «BUIBHUMY, «IEPECIIIBOM,
«HaciainyBaHHsM». Kpim ruOoKoro 3HaHHS MOBHM OpUTiHANY, Mepekiaaad

MyCUTh OyTH OOi13HAHMM 3 MOro KOHTEKCTOM. X.M. OyB BiIoMUN B YKpaiHi
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3naBeH. Oco0JMBO MOMITHUM CIIJT y CTBOPEHHI aHTOJIOT11 CBITOBOI JIITEpaTypu
YKpAalHChKOKO MOBOIO 3anuimunu [. @panko, Jleca VYkpainka, M. 3epos,
M. Punbcbkuit, M. baxan, bopuc Ten, M. Jlykam, I'. Kouyp Ta iH.

Unenysanna peuensv — 1€ NEPEKIATALNBKUNA TPUKOM, KOJIM CUHTAKCUYHA CTPYKTypa
pPEUYECHHS] MOBU OpUTIHAILY Yy MPOLECI MEepeKyiIaay MepeTBOPIOETHCS Ha AB1 a0
OuTbllle TpeIUKaTHUBHI CTPYKTYpPH KIHIIEBOrO TEKCTy. BHacmigok Takoi
TpaHcpopMallii nepeaeMo MPOCTe PEUSHHSI MOBU OPUTIHANTY CKJIAJIHUM Y MOBI
nepekiaay abo NepeTBOPIOEMO MPOCTE UM CKJIaJHE PEUCHHS Ha J[Ba Yu OUIbIle
okpemux. [Ipotunexna tpanchopmariisi: 00'eTHaHHS PEUYCHbD.

Ilabnonuni memoou peoazysanns. lleil MeToq KOHTPOJIO MOJISITAE B TOMY, IO HA
KOMITOHCHT MOBIJIOMJICHHSI HAKJIaJIalOTh I1A0JI0H, SIKU € B HOPMaTUBHIN 0a3i,
il Ha TicTaBl MPUIHATOrO KPUTEPIIO BIAMOBITHOCT] BUSABISIIOTh, YU TOTOKHUN
KOMITOHEHT TOBIIOMJICHHS IbOMY I1a0JIOHY, UM Hi. Y Halll Yyac JII0Th J1Ba TUIU
malbJIOHIB: TPHUUHATI JEpKaBOK Yy BUIJISAAI CTAaHAAPTIB 1 PEKOMEH0BaH1
HAYKOBOIO Ta JIOBIKOBOIO JIITEPATypOIO.

HImamn — MOBHMI 3BOpPOT, IO OaraTropa3oBO IOBTOPIOETHCS ©O€3 TBOPYOTO
OCMMCIICHHS 1 3 TIEBHO1 MPUYUHU BTPATUB JJIsI MOBIIS TEKCTOBE 1H(pOpMaIliiiHe
HAaBaHTAKECHHSA. B OCHOBI TakWX BHCIIOBIB YacTO JICKHUTh SKUKCH oOpas, aie
el 00pa3 yHACHIIOK 9acTOr0 BXKMBAHHS BTPATUB CBOIO OPUTTHAIBHICTD.

Axicmb nepeknady — NOKa3HUK OIIHKHU 31HCHEHOTO MEePeKIIany, SKUi BU3HAYAETHCS

TOYHICTIO, SKICTIO Ta JITEPATYPHICTIO IEPEKIAJTCHOTO TEKCTY.
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