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Summary. The article is devoted to a computer modeling method of electrocardiogram rhythm based
on a mathematically justified model in the form of a vector of stationary random sequences. The developed
computer modeling method allows for generating realizations of vector electrocardiogram rhythm signal
(vector components of stationary random sequences) for different types of electrocardiogram signals, both
normal and with various types of rhythm pathologies. The modeling of electrocardiogram rhythms was
carried out based on the obtained statistical information in the form of estimates of the mathematical
expectation and variance of the components of the vector of stationary random sequences. It has been shown
that the obtained estimates of statistical characteristics of the modeled vector components (components that
describe the electrocardiogram rhythm) are within confidence intervals, which is an indication of the
correctness of the experiments conducted using the developed computer simulation method. The accuracy of
the computer simulation method for generating realizations of the vector components of stationary random
sequences has been investigated, and the error of the computer simulation does not exceed 13% for the
investigated vector components.
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Introduction. The development of modern diagnostic systems allows for significant
improvement in the state of functional diagnosis of cardiovascular diseases. The process of
conducting cardiac diagnostics based on automated diagnostic systems involves processing
the electrocardiogram signal (ECG), which is divided into several stages. The first stage
allows obtaining diagnostic information based on the analysis of the morphological features
of the patient's ECG by analyzing the shape and amplitude of the diagnostic zones of the
ECG. The second stage involves generating diagnostic information based on the obtained
rhythm characteristics (temporal relations of the durations of diagnostic zones (segments)
of the ECG). Methods related to the analysis of heart rhythm are considered to be effective
methods for studying the state of the cardiovascular system, its adaptive-regulatory
capabilities, and the psychological state of the patient [1, 2]. The development of procedures
for automating the analysis and processing of obtained diagnostic features, including those
that characterize the regularities of heart rnythm, is important for the construction of modern
information-measuring and diagnostic computerized systems [3, 4].

Currently, there are many developed automated diagnostic systems for
processing ECGs, which investigate its rhythm. In recent years, systems that use
artificial intelligence and machine learning [5] have become widely used, allowing for
diagnostic conclusions to be formed based on the training of neural network algorithms.
In addition, there are systems that use stochastic mathematical models that take into
account information obtained through processing ECGs using statistical methods [8].
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Approaches to processing ECGs based on a mathematical model in the form of a vector of
cyclic rhythmically related random processes are known [9-13]. All of these studies
consider new diagnostic features and new possibilities for cardio-diagnostic systems.
The use of mathematical models of cyclostationary signals for processing ECGs is
discussed in works [14-15]. Modeling of diagnostic features of ECGs is described in
works [16-19].

In automated diagnostic systems, methods of processing heart signals and algorithms
based on their adequate mathematical models are created. Since there are a significant
number of methods that focus specifically on evaluating morphological diagnostic features,
while rhythm analysis methods have received less development, not all mathematical
models consider the stochasticity and variability of the rhythm. This is due to the
insufficient level of unifying ideas in the construction of mathematical models and rhythm
analysis methods, which would take into account both the stochastic nature of the signal,
which manifests itself in morphological features, and the possibility of considering the
stochastic and dynamic nature of the rhythm in mathematical models, which can be
manifested in the temporal durations of diagnostic segments during the unfolding of the
heart's work process over time.

The mentioned arguments indicate the relevance of developing both new mathematical
models and methods of processing electrocardiogram signals to improve the level of
informativeness in automated analysis of heart rhythm for the needs of automated
cardiodiagnostics.

An important aspect of building modern efficient cardiac diagnostic systems
is the development of software and hardware components on which diagnostic systems
are based. Therefore, the functional capabilities of a cardiac diagnostic system are
determined by the methods embedded in it, which are implemented based on the appropriate
software [20]. Mathematical methods of processing are determined by the corresponding
mathematical models, which form the basis of the mathematical support for modern
cardiac diagnostic systems. Important tasks of cardiac rhythm research are those related to
its computer modeling, in particular for the formation of test signals that include
information about the peculiarities of rhythm pathologies, which are necessary for checking
the effectiveness of diagnostic systems. The purpose of this study is to develop and
investigate a method of computer modeling based on a known mathematical model of a
rhythmic cardiac signal with increased resolution in the form of a vector of stationary
random sequences [21].

1. The mathematical model of the cardiac rhythm signal with high resolution in the
form of a vector of stationary and stationary-related random sequences.

According to the work [21], the electrocardiogram signal is represented as a cyclic
random process {¢(w,ty(w")) € s, ' € 02, w € 2, t(w") € D(w)} of the discrete
argument, given on stochastically independent probability spaces (£, F,P), (2',F',P") and

defined on a random discrete domain D(w') = {tml(w’) €ERmMEZIl=1LL> 2}, and for
which each his «'-realization {¢,/(w,t% ), w € 2,t% € D} belongs to the class
Of = {&1(w, th), w € 0, ¢ € D3, 2 € A} isomorphic to the order and values of the cyclic
random processes of discrete argument. Each w’-realization D, = {tg;{ ERMEZIl=
1,LL> 2} random domain definition D(w') = {tml(w’) ERmMEZI=1LL> 2}
conditional cyclic random process & (a), tml(w’)) is a discrete subset of real numbers whose

elements satisfy the following conditions: t,‘;’l;llt;;’l;lz, if m, <my,orifm, =my, [, <l,in

! ! a— ! !
Other cases tTarillltTarizlz (mz, m1 € Z, lz, ll = 1, L, 0 < tTaY;.,l-l'l - tncfl)l < OO)
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The rhythmic structure of a conditional cyclic random process of a discrete argument
is completely given by the random function of the rhythm T (¢t (w"),n),w’ € Q',t (") €
R,n € Z, which is given in the probability space (Q2',F’,P"), for which each its own
w'-realization wa(tr‘;l’ll,n),t;’ll € D, satisfies the conditions of the rhythm function,
namely: 1) a group of conditions: 1.a) T,/ (t&,n) > 0, if n.> 0 (T, (t%,1) < c); 1.b)
T, (t&,n) =0, if n=0; l.c) T, (t4,n) <0, if n <0, t% €D, cR; 2) for any of
t&, €D, and t& , €D, for which t& , t& . for the function T, (t&,n) a strict
inequality holds T, (2., n) + t& , T (t8.,,n) + t& ., Vn € Z; 3) function T,/ (t&,n)
is the smallest in terms of modulus (|7, (¢2,n)| < |7, (¢, n)|) among all such functions

{T7,(t&%,n),y € I'}, which satisfy the above conditions 1 and 2. Heart rhythm analysis is
reduced to statistical analysis of elements of a random domain of definition D(w")
conditional cyclic random process of a discrete argument E(w, tml(w’)), or to a statistical
analysis of its random rhythm function T(t,(w’),n). Random rhythm function

T(t,;(w"),n) is completely determined through the elements of the random domain D(w")
according to the formula:

T(tml(wl)'n) = tm+n,l (wl) - tm,l(w,)l m,ne€ le = ]j‘l tm,l(wl) € D(w’) (1)

In the general case, the rhythmic signal with increased resolution is justified
and described by a vector of stationary and stationary-correlated random sequences

Z.(w',m) = {Tl(w’,m),w’ e, l=1LmezZ } the elements of which can be elements

from a vector V, (w’,m)(when it is necessary to investigate the time distances between
similar phases of the electrocardiogram signal in two adjacent cycles), which provided
logical grounds for the consistency of the constructive stochastic model of the heart
rhythm and the stochastic model of the electrocardiogram, and also enabled the study
of the time stochastic dynamics of the heart rhythm with high resolution based on
mathematical statistics methods. The dimensionality (number of components) L of vector
Z,(w',m) determines the resolution of the cardiac rhythm signal and equals the number
of analyzed time intervals between the predefined phases in the electrocardiosignal.
By refining and specifying the probabilistic characteristics of the vector, it becomes
possible to investigate the temporal stochastic dynamics of the cardiac rhythm
with increased resolution based on mathematical statistical methods =, (w’,m). A
mathematical model of the heart rate signal with increased resolution in the form of a
vector of stationary and stationary-related random sequences was applied [21], for which
the invariance of its family of distribution function to time shifts by any integer k € Z
is characteristic, namely, for the distribution function FPTzlmsz(xl""’xp'ml""'mp) for

order p (p € N) from the family of vector distribution functions =, (w',m) stationary
and stationary connected random sequences have the following equality:

FpTzl---sz (%1000 X, My .0y My ) = FpTzl---sz (%100 Xp, My + K,y + k),

X0 Xp ER,My,..,my €Z,14,...,1, € {ﬁ},k € Z. 2

The works [21, 22] investigate the structure of probability characteristics of the
high-resolution rhythmocardiogram, which arise from the invariance properties of the
corresponding probability characteristics of the vector of stationary and stationary-related
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random sequences, and complement the known probability characteristics of the
vector rhythmocardiogram based on a known model in the form of a vector of random
variables.

2. The method of computer modeling of the heart rhythm, as a component of the
vector of stationary random sequences.

Consider realizations of a five-component vector = (w’,m) ={le,(m),l =

1,5m= 1,245} durations of the diagnostic zones of the electrocardiogram, the model of

which is a vector Z5(w',m) = {Tl(a)’,m),a)’ eEN,l=15m= m} The stationary
random sequences are obtained based on processing the ECG presented in Figure 1a
using a method described in [20] to generate the components of the vector. A fragment
of the discrete rhythm function obtained using methods described in [20] is presented in
Figure 1, b. The dashed line represents a continuous rhythm function, which is an
estimation of the discrete rhythm function and characterizes the rhythm of the investigated
ECG [20]. The components of the investigated vector can be obtained by selecting from
the discrete rhythm function those components that correspond to the durations
of the diagnostic zones of the investigated ECG. The first component T;(w’,m) is a
random stationary sequence that describes a tooth P (diagnostic zone) in electrocardiograms
for all its 245 registered cycles. Realization graph T, (m) of this component is
presented in Figure 2, a. The second component T,(w',m) of this vector is a random
stationary sequence describing the duration of the diagnostic zone between P and Q of
tooth in electrocardiograms. Implementation graph T, (m) of this component is
presented in Figure 2, b. The third component T;(w’, m) of this vector is a random stationary
sequence describing the duration of the diagnostic zones QRS complex in
electrocardiosignals. Realization graph T, (m) of this component is presented in
Figure 3, a. The next components are the fourth and fifth, they are described in their
section T,(w’, m) — tooth T in the electrocardiosignal Ts(w',m) describes the duration of
the diagnostic zone between T and P tooth of the next cycle in the electrocardiogram.
Realization graphs T, (m), Ts,’(m) these components are presented in Figure 3, b and 4.
It can be seen from Figure la that there are no rhythm disturbances (arrhythmias) in the
studied ECG (ECG is normal), but the values of the rhythm function (Figure 1 b) are not
constants
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Figure 1. Graphs of fragments of the realization of the examined ECG and the discrete function of the
rhythm for ten cycles in the EKS: a) fragment of the implementation of the ECG (ll-lead, ECG in the
norm); b) a fragment of the discrete rhythm function for ten cycles of ECG (the continuous rhythm
function is indicated by a dotted line)
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Figure 2. Realization graphs of the first and second components of the vector: a) realization T, ,»(m) of the
first component of the vector T; (w’, m), which describes durations of P — teeth in the electrocardiogram; b)
realization T, (m) of the second component of the vector T, (w', m), which describes the duration of the
diagnostic zone between P-teeth and Q — teeth in the electrocardiogram
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Figure 3. Realization graphs of the third and fourth components of the vector: b) realization T, (m) of the
third component of the vectorT; (w’, m), which describes durations QRS-complex in the electrocardiosignal,
b) realization T, (m) the fourth component of the vector T, (w’, m), which describes durations of the T —
teeth in the electrocardiosignal
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Figure 4. Realization graph T, (m) the fifth component of the vector T5(w', m),
which describes the durations between T-teeth and P-teeth of the next cycle in the electrocardiogram

For model of the components of the vector, we will provide statistical estimates
(mathematical expectation and variance) of the duration of one cycle of the electrocardiogram
signal in the form:

¢
Tcyclc {w

/(D =Zertr, Ody () =iy dr (O, 1= 15, ?)

where ¢, , (1) —assessment of mathematical expectation, d; , (1) — estimates of the variance

of each of the five components of the vector Z. s (w’,m) = {le:(m),l = 1,5,m = 1,245 }
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Statistical estimates of the mathematical expectation and variance of the components of the
corresponding components of the vector of stationary random sequences are determined as follows:

- estimates of mathematical expectations €} = {éTw,(l),l =E} for each of the five
components of the vector (L = 5):

eTwl (l) =% %:1711@' (m)! l = 1:5;m = 11245, (4)

- estimates of variances Df = {c’z‘Tw,(l),l =15 } for each of the five components of the
vector (L = 5):
2 -
by, (D = 55 e (T (m) = €7, () 1= 15,m = 1245, 5)

where M = 245 — the number of counts corresponding to the registered cycles of the studied
realization of the ECG.

The obtained statistical estimates (mathematical expectation and variance) of the
components of the vector are presented in figures 5 a, b.
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Figure 5. The graph of the realizations of the averaged statistical estimates of mathematical expectations and
variances for the components of the vector: a) mathematical expectations for the five components of
the vector T;(w’, m); b) variances for the five components of the vector T;(w', m), which describe the
duration of the diagnostic zones in the electrocardiogram

Based on the obtained statistical information for each component of the vector, we will
model the durations of diagnostic zones of ECG. Since it is known that the durations of
diagnostic zones of ECG have a normal distribution [21], we will obtain the results of modeling
the rhythm for each component of the stationary sequences vector, presented in Figures 6-8.
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Figure 6. The realization graph of the simulated first and second components of the vector: a) realization
(m) the first component of the vector T, (w', m), which describes durations P — teeth in the
$. 7 (m) the first component of the vector T; («’ hich describes durations P — teeth in th

electrocardiogram; b) realization wa,(m) of the second component of the vector T, (w’, m), which describes
the duration of the diagnostic zone between P — teeth and Q — teeth in electrocardiosignal
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Figure 7. The graph of realizations of the simulated third and fourth components of the vector: a) realization
fgw,(m) of the third component T, (w’, m) of the vector, which describes durations QRS-complex in the

electrocardiogram; b) realization ﬁw:(m) of the fourth component T, (w’, m) of the vector, which describes
durations T — teeth in the electrocardiogram signal
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Figure 8. Graph of realization of the simulated fSwr(m) of the fifth component Ts(w', m) of the vector,
which describes the durations between T-teeth and P-teeth of the next cycle in the electrocardiogram

We will estimate the mathematical expectation and variance for the modeled
components of the vector and show that they fall within the confidence intervals (with a
probability of 0.95) obtained by taking into account the input estimates for the investigated
ECG presented in Figure 5. The confidence intervals were determined by the formula

Vmax(D) = &7, (D) +3 /3Tw,(l) o
,1=1,5. (6)
Vmin(D) = &7 _, () +3 /3Tw,(l)

The obtained statistical estimates of the simulated vector of stationary sequences are
presented in Figure 9.
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Figure 9. The graph of the averaged statistical estimates of mathematical expectations and variances of
simulated vector components: a) mathematical expectations for five vector components T;(w’, m); b)
variances for the five components of the vector T; (w’, m), which describe the simulated durations of the
diagnostic zones in the electrocardiogram signal
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The resulting confidence intervals are presented in Figure 10.
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Figure 10. Graph of realization of averaged statistical estimates of mathematical expectations based on
simulated values &; , (1) and the obtained limits of confidence intervals v, (1), Vimin (1) based on statistical

data obtained from the input data Figure 5

The obtained estimates of the mathematical expectations of the modeled stationary
sequence vector are within the confidence intervals, indicating the correctness of the
developed method of computer simulation of the components of the stationary sequence
vector

We will now evaluate the errors of the computer modeling based on the developed
method. For this purpose, we will determine the absolute and relative errors of the
obtained statistical estimates for the modeled components of the stationary sequence
vector.

The absolute and relative errors of the modeling were determined as follows:

40 = Jer, 0 -t 0 7
1=15.
() = ETA(,%) v

The results of the obtained absolute and relative errors of rhythm modeling are presented
in Figure 11:
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Figure 11. Absolute and relative errors of computer modeling: a) absolute error
of computer modeling; b) relative error of computer modeling of vector components
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The obtained results show that the maximum relative modeling error for the vector
components in the modeling of the ECG rhythm does not exceed 13% for the investigated
realizations, indicating sufficient accuracy of computer modeling. In the work [20], a
structured diagram (Figure 12) of a diagnostic complex is presented. We will show that an
additional block for computer modeling of the vector rhythm of the ECG signal (stationary
random sequences) based on the obtained statistical estimates is introduced in this structural
diagram of the diagnostic complex.
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Figure 12. Structural diagram of the modernized diagnostic complex

Conclusions and prospects for further research. This work justifies the use
of a known mathematical model of the vector rhythmocardiosignal in the tasks of computer
modeling of the heart rhythm in the form of a vector of stationary random sequences.
Statistical processing methods of the components of the vector rhythmocardiosignal
based on the mathematical model in the form of a vector of stationary random sequences
were applied. The obtained statistical estimates were used during the computer modeling
of the components of the vector rhythmocardiosignal. The results of the statistical estimates
of the modeled components of the vector rhythmocardiosignal with a probability of 0.95
are within the confidence intervals obtained based on the statistical estimates of the input
data. The accuracy of modeling the components of the vector rhythmocardiosignal was
evaluated and it was established that the relative error of computer modeling does not
exceed 13%.

In future work, it is planned to conduct studies of ECG with various types of rhythm
pathologies such as tachycardia, bradycardia, arrhythmia, and others with the aim of identifying
marker estimates of those vector components where significant differences in heart rhythm
disorders are manifested. In addition, it is planned to conduct computer modeling of vector
rhythmocardiosignal components taking into account their autocorrelation and cross-
correlation functions.
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VJIK 519.65

KOMIT'IOTEPHE MOJEJIOBAHHS CEPIIEBOT'O PUTMY HA
OCHOBI BEKTOPA CTALIIOHAPHUX BUITAJIKOBHUX
MOCJIITIOBHOCTEN

Cepriii Jlynenko!; SIpocias Jlursunenxo’; Ilerpo OnucebKis?;
AmnatoJii Jlynenko!; Onexcanap Boasinuk?, Onena Iimropal

Y Tepnoninvcokuii nayionanvruii mexuiunuii ynisepcumem imeni lsana Ilynios,
Tepnoninw, Yrkpaina
2[ucmumym menekoMyHiKayiil i 2106a16H020 IHPOPMAYILIHO20 NPOCMOPY
Hayionanvnoi akademii nayk Ykpainu,
Kuis, Ykpaina

Pesztome.  [lpucesueno  memoody  KOMN'I0MepHO20  IMIMAYitiHO20 — MOOENOB8AHHS  PUMMY
eneKkmpoKapOiocucHAaIy Ha OCHOBI 0OIPYHMOBAHOT MameMamuyHoi Mooenl y ueisioi eKmopa cmayioHapHuUx
sunadkogux nociidognocmeil. Pozpobnenuit memoo xomn’'rtomepHo2co iMimayiiino2o MOOen08aHHs 003605€
Gdopmysamu  peanizayii 6eKMOPHO20 PUMUMOKAPIOOCUSHANY (KOMNOHEHMU 6eKmMopa CMAyiOHAPHUX
8UNAOKOBUX NOCIO0BHOCMEl, SIKI ONUCYIONMb PUMM PO320PMAHHA Y Yaci npoyecy pobomu cepys) OJist pISHUX
Mmunie enekmpoxapoiocueHanie AK 6 HOpMi, maxk i 3 pisHuUMu euoamu namonocii pummy. Ilposedeno
MOOeN08AHHA pUMMY  eleKmpPoKapOioCUeHANi8 HA OCHOBI 8PAXYBAHHA OMPUMAHOI CMAMUCMUYHOT
ingopmayii 'y euensdi oyiHOK MmamemMamuyno20 CROOIGAHHSA mMaA Oucnepcii KOMNOHeHm GeKmopa
cmayionapuux —eunaoxoeux nociaioosnocmeu. Ilokazano, wo ompumaHi OYIHKU  CMAMUCMUYHUX
Xapakmepucmuk (MamemMamudHux CcnooieaHHbL ma OUCNepciil) 3M00enbO8aHUX peanizayiti KOMHOHeHm
6eKkmopa (KOMROHEHM, AKI ONUCYIOMb PUMM eleKMPOKAPOIOCUSHALY) 3HAX00AMbCA 8 Medicax IHmepeanie
008ipu, OMPUMAHUX HA OCHOBI CMAMUCMUYHUX OYIHOK GXIOHUX OO0CHIOJNCYBAHUX peanizayill eexmopd
CMAYioOHAPHUX BUNAOKPEUX NOCIIO08HOCMEN, WO € O3HAKOK KOPEKMHOCMI NPOBEOCHUX eKCHePUMEHMI8 No
3ACMOCYBAHHIO  PO3POOIEHO20 Memody KOMN'IOmepHo2o  imimayitinozo moodentosanus. Ilposedeno
O00CNIOMNHCEHHST MOYHOCME MemOo0y KOMN HIOMePHO20 IMIMAyitiH020 MOOeNO8AHHA peani3ayiil. KOMNOHEeHm
8EKMOPA CMAYIOHAPHUX 8UNAOKOBUX nocridoenocmell. Ompumana noOXubdKa Komn iomepHoz2o imimayitinozo
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moodemoeanns ne nepesuwye 13% 0asi 00ciodNcy8anux KOMnowem 6eKmopa CMAaAyioOHAPHUX GUNAOKPEUX
nocnioosnocmei. Ilokazano 6 3a2anvbHili CMPYKMYPHIU cXeMi OIA2HOCMUYHO20 KapOIOKOMNIEKCy, Oe
PO3MiueHo OI0K KOMN HIOMepHO20 IMIMAayiliHo20 MOOeN08AHHA pedni3ayill 6eKMOPHO20 KAPIOOCUSHANY HA
OCHOGI MamemMamu4roi Mooeni 8eKmopa cmayioHapHux GUNAOKOBUX NOCNIO0GHOCMElN MaA WO € GXIOHOI0

ingpopmayicro ma 8uxioOHo0 051 MOOENI0B8AHHS.
Knwwuoei cnosa: mamemamuune MOOENIOBAHHA, MemoOU CMAMUCMUYHO20 — OYIHIOBAHHA,

6EKMOp CMAYIOHAPHUX BUNAOKOGUX NOCAIO0GHOCMEl, eNeKMpOoKapOioCueHal, pUummoKapoiocucHa,
cepyesutl pumam.
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