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Abstract: The structural model of the spatial identification of sources of acoustic signals in Cartesian coordinates of 

a two-dimensional Hemming space with the priority placement of microphones as receivers of acoustic signals is 

proposed. [2] Examples of analytical calculations of the system characteristics of the hardware and time complexity of 

the correlation system based on a certain number of microphones and the corresponding number of interrelations are 

presented. The structural solutions of the hardware special processor implementation of such a class of multichannel 

devices for recognition and identification of types and the spatial location of sources of acoustic signals are developed. It 

is shown the possibility of using such a class of devices in the field of special military equipment. 

Keywords: acoustic signals, correlators, special processors, Hemming space. 

1 Introduction 

The works [1], set forth the principles and theoretical base of the method of location finding, identification of the 

spatial angle and angular-position measurement of acoustic signal sources (ASS)  based on two acoustic signal receivers 

(ASR). The method is characterized by finding the angle   between the perpendicular drawn from middle point of the 

acoustic base, and the line traced between middle point of the acoustic base and the source point (Figure 1) [1], [2]: 
 
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where: c  - the speed of sound in the atmosphere; 

1t  and 
2t  - periods of time at which the acoustic waves cover the distance from the source to the first and second 

acoustic signal receivers respectively; 

t  - time difference in audio signal registration by first and second sound receivers 

L  - length of acoustic base. 

Multichannel digital correlator (MDC) [2] structure can be improved by means of a special arrangement of ASR 

beyond the demarcation line when one of ASR is preferentially placed closer to the demarcation line than other ASR, as 

shown in Figure 2. 

Fig. 1 Acoustic base elements arrangement: A, B -

microphones; O - sound source 

Fig. 2 Examples of priority arrangement of one the ASR 

beyond the ASR and ASS demarcation line

Figure 2 shows that the length of AS distribution from ASS in this case, is the lowest for ASR A, which makes it 

possible to reduce the number of necessary correlators in the MDC structure to two. Moreover only priority ASR A 
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correlator will include one block of delay register (BDR), and the number of accumulating memory items is reduced to 

two. The structure of the optimized MDC is shown in Fig. 7. 

As shown in Fig. 3, compared with the principles of the correlation processing of ASS signal at random spatial 

arrangement of ASR in optimized MDC structure due to given priority spatial positioning of one of ASR, the hardware 

complexity of microelectronic components can be reduced, which results in: 

1) the number of BDR is reduced from three to one; 

2) the number of integrators (I) is reduced from the three stages to two, plus one; 

3) such MDC structure has a high regularity and many similar utilities that significantly simplifies its design and 

implementation on PLIC chip . 

When processing software and hardware implementation of analytical expression of definition integrated assessment 

of correlation by expression it has been found that this method is cumbersome and not effective, as multiplicative 

correlation algorithm requires alignment of signals )(txi  and )(tx j  as well as performing their multiplication and 

accumulation taking into account ± signs. 

 

 
 

Fig. 3 The structure of the optimized MDC 

 

Multiplicative correction of digitized AS values is characterized by low information content as with the existence of 

zero values in centered codes ix  and jx  out of n – bit sample more than 30 – 40% products are zero, which 

significantly reduces the information value of multiplicative correlator with respect to, for example, structural and 

modular ones according to expressions (2) and (3) [3]. 
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Analysis of analytical expressions of structural (2) and modular (3) correlation functions shows that the latter is 

characterized by much simpler algorithm with respect to the expression (3), which determines the feasibility and 

effectiveness of the module correlation for MDC implementation. 

Fig. 4 shows an example of the correlation interaction of two AC timebase deflections according to the module 

correlation function )( jCxx
. 

Fig. 5 [3] shows the characteristics of the )( jCxx
 function at discrepancy and concurrence of signal-wave envelopes 

ix  and jix   at a certain time, i.e. cross-correlation modular function verges towards "0" when signal-wave envelopes 

ix  and jix  , concur at   moment of time. 

The application of module correlation function in the system of ASS monitoring and spatial parameters 

identification in the event of priority placement of ASR beyond demarcation line requires an additional introduction 

into MDC structure certain differentiating units (D) between ASR and ADC inputs, as shown in Fig. 6. 

The stated analysis of existing systems of recognition and identification of ASS and ASR spatial distribution allows 

us to ascertain that the use of multiplicative correlation and chaotic spatial distribution of ASS and ASR is not effective 

enough in the design of PLIC-based software and hardware special processors [3]. 
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Fig. 4 ix and jix   signals timing interaction at 

calculation of module correlation )( jCxx
: 

C - constant of amplitude signal shift 

Fig. 5  Timing performance of module function 

of correlationv 

 

 

 
 

Fig. 6 MDC structure based on integrated calculation of module correlation function I and differentiator D 

 

The proposed optimized structure of multichannel digital correlator with priority spatial placement of one of ASR 

microphones beyond the line of demarcation with ASS and application of module correlation function for acoustic 

signal processing can significantly simplify the calculation algorithm, reduce hardware complexity of correlator and 

enhance its performance, thus justifying feasibility and effectiveness of these solutions at establishing ASS monitoring 

system and implementation of PLIC-based special microelectronic processors. 

 
2 Main part 

 

The problem of identifying the spatial location of the DAS belongs to the class of problems in the theory of pattern 

recognition in the Hamming space. 

Pattern recognition information technology in the Hamming space is based on the processing and transformation of 

signals presented in a discrete form, which include: algebraic, correlational, structural, spectral, geometric, fuzzy sets, 

statistical, spatially related processes, etc.[5] 

The analytics of known methods of pattern recognition are formalized by the following functionals: 

di j  ̶  estimation of the Euclidean distance between the i and j objects; 

ᵡі к  ̶  a discrete value of the к sign of і object; 

ᵡj к  ̶  a discrete value of the к sign of j object; 

ʋ  ̶  the number of features that describe the objects. 

According to the provisions of cluster analysis, it is determined that the estimate of the Euclidean distance between 

objects in the Hamming space for the whole set of features describing classified objects is some value di j, which is 

determined by the expression: 

 
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k

k

jkikij xxd
1

||                                                                                (4) 

and satisfies the following axioms: 

1) di j >0 (the positivity of the Hamming distance); 

2) di j = d jі (symmetry); 

3) di j + d jі > dк (triangle inequality); 

4) di j ≠0 то i≠j (non-identical objects); 

5) di j=0 то i=j (inseparability of identical objects). 
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In addition to the linear estimation of the Euclidean distance (4), a quadratic estimate of the species is used: 
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This estimate gives a quadratic increase in information and accuracy of object class boundary recognition. That is 

equivalent to a estimated value of the Euclidean distance according to the expression 
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, 

where kv - estimated function. 

An example of a estimated value of the Euclidean distance is Minkowski's step distances, in which some numbers 

"p" are used 
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The marginal estimate of such Euclidean distance is the estimate of the "Manhattan distance" when р→, also 

called dominance or sup-metric and is calculated by the expression 
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Fundamentally different from the given Euclidean distance metrics in the Hamming space is the Mahalanobis 

metric, which is determined by the expression 

)()( ji

iT

jiij XXSXXd   , 

where
iX  and 

jX – the corresponding vectors of the columns of the variable attributes of the i-th and j-th objects; the 

symbol T defines the vector transposition operation, and the symbol S defines the group variance-covariance matrix. 

Thus, when the correlations between the variables i - th and j - th objects are equal to zero, the Mahalanobis distance 

is equivalent to the Euclidean distance.[5] 

The analysis of theoretical foundations of pattern recognition based on Euclidean distance estimates in Hemming 

space allows us to state the following: 

1) known methods are highly specialized and problem-oriented and are not characterized by versatility;  

2) the most general Hamming distance estimates are based on the calculation of the covariance and statistical 

characteristics of the features of the i-th and j-th objects; 

3) known applications of pattern recognition methods in the Hemming space apply binary values of the vectors of 

the signs of the i-th and j-th objects of type "0" and "1", which implies the use of correlation analysis on the basis of 

sign-correlation function: 
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Significant expansion and enhancement of the pattern recognition efficiency in the Hamming space can be achieved 

by applying different discrete estimates of the character correlation xi and yi binary multi-bit Rademacher bases. 

A two-dimensional Hamming space given by a lattice with two-dimensional nodes can be represented in Cartesian 

(Fig. 7) and polar coordinates (Fig. 8).  
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

i

j  
Fig. 7 Information nodes of two-dimensional 

Hemming space 

 

Fig. 8  Two-dimensional Hamming space in polar 

coordinates 
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The solution of the problem of pattern recognition in two-dimensional Cartesian Hamming space (see Fig. 7) is 

performed according to the Euclidean distance estimate  

,
1

11
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where ,n m  - the corresponding number of knots of the Hemming space horizontally and vertically. 

The solution of the problem of pattern recognition in two-dimensional polar Hamming space is performed according 

to the expression [5] 
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These algorithms differ in the wau that in Cartesian coordinates the accuracy of calculations and discretes between 

nodes of the Hemming space are the same, and in polar coordinates the accuracy of calculations decreases as the radius 

characteristic () increases. 

In pattern recognition, the Hamming distance between the characteristics of the objects according to the Euclidean 

metric in the linear space according to expression (7) was applied effectively. 
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where ix , iy  - digital object feature codes. 

The application of such a metric can be performed in code systems of various theoretical and numerical bases, in 

particular in Unitary, Rademacher and Krestenson, which give rise to code systems of unitary, binary and modular 

residuals. 

The most widely used in our time is the Rademacher basis, which is based on the presented characteristics (in the 

case under study) of binary acoustic signals n – bit codes ix  and iy , which are formed at a sampling interval over 

time t  at the outputs of two ADC. 

Formalization of the algorithm for determining the integral is differential result of processing of acoustic signals is 

realized according to the following sequence of operations on binary codes 
ix  and jy : 

1) record digital codes ix  and iy  in according n – bit memory registers on D–triggers, and direct outputs are 

formed by direct binary codes 
ix  and iy , and inverse outputs are formed on the inverted outputs of the D - triggers of 

the memory registers ix and iy : 

ixP :11
, 

ixP :12
, 

iyP :21
; 

iyP :22
; 

2) parallel operations of adding the formed lines are performed ix , 
iy  and inverse ix , iy codes in n+1 – bit 

binary adders according to expressions:  

);1(1  iii yxS ),1(2  iii xyS  

where addition of "1" is performed to ensure the addition operations in adders and 
2iS  above the direct and 

complementary codes; 

3) analysis of transfers on the outputs of adders 
1iS , 

2iS , moreover, if there is a transfer of a unit in one of the 

adders, it indicates the fact of subtracting a smaller number from a larger one: 

ii yx  ; iii Zyx  )( ; 

ii yx  ; iii Zyx  )( , 

where 
iZ  – the result of determining the difference 

ii yx   in direct code, iZ  – respectively in the complementary 

binary code; 

4) 
iZ  value obtained from the output of the multiplexer, which performs the following operation: 

;
0
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where 
1S , 2S  – the bits of hyphenation in the higher digits of difference adders, at the outputs of which codes are 

formed 
iZ and iZ ,  – integrating n+ k2log  – bit binary adder, k – the number of accumulations of the sum of 

difference codes 
iZ ; 

5) integrative accumulation of the sum of modular differences according to the expression 


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Implementation of the described algorithm for determining the integral - difference estimation of the Hamming 

distance between digital values of acoustic signals ix  and iy  in the Rademacher basis is illustrated by the following 

structural graph, which is shown in Fig. 9.[5] 
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Fig. 9 Structural graph of the algorithm for determining the integral - difference code of the Hamming distance 

Euclid linear metric 

 

When implementing such an algorithm (Fig. 9), the minimum result is obtained 
ijd  (approaching to zero) indicates a 

high level of AS similarity and a corresponding close to +1 correlation level.  

Accordingly, the increase in valuation 
ijd  indicates a low similarity of acoustic signals and close to "0" coefficient 

of correlation. 

 

3 Results of the investigation 

 

The application of multiple autonomous systems of parallel direction finding of acoustic signal sources with 

respectively small number of nodes in the Hamming space allows to significantly reduce the  accuracy  requirements  of  

the  digital representation of values 
21 t,t  and 

3t [6]. 

The  required  memory for tactical representation of coordinates of the acoustic signal source at 2561,i and 

2561,j  equals 256 Kbytes. 

Generalized chart of acoustic signal processor operation in the  Hamming distance based on the modular correlation 

function is shown on Figure 10.[6] 

The input to the simulation is the coordinates of the triangle locations of the sound receivers А, В, С, v is the speed 

of sound constant. Denote А(ХА, YA), B(ХB, YB), C(ХC, YC). There is an acoustic signal source that we will mark О(Х, Y). 

Coordinates О(Х, Y) remain unknown and need to be found (Fig. 11). 

Let the source of the acoustic signal produce sound that is captured at the observation points. The thing is to capture 

this sound at the point of observation, which is closest to the signal source. The time at which the sound overcame O to 

A is unknown. Let's mark it tA. The next sound-recording observation point will be, for example, point B (or C). 

Observers can only record the time difference between sound arrival to point A and point B lets mark this difference 

ΔtBA. Therefore, the time for the sound to pass from point O to point B will be tA + ΔtBA. Similarly, there is a time 

difference between C and, for example, А –  ΔtСA. Then the sound will come to point C in time tA + ΔtСA. Values ΔtBA і 

ΔtСA – know, tA – unknown. We know that the path that will pass the sound in time t equal vs∙t.  

 

So ).tt(vOC);tt(vOB;tvOA CAAsBAAsAs    

 
Finding the distance between two points: 

 
2222 )()( AsAA tvyyxx  ; 
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2222222 2 
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Fig. 10 Basic structure of digital special processor 

for correlation processing of acoustic signals in the 

Hamming distancev 

 

Fig. 11  Coordinates of acoustic signal sources  

(А, В, С) and acoustic signal receivers О 
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We introduce the notation: 
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Substitute this solution into the first equation and obtain the equation for finding tA 
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To simulate the algorithm for calculating the coordinates of the sound source, we use MathCAD 15: 

 

 

 
 

The simulation results are presented in Figure 12. 

 

4 Conclusions 

 

The characteristics of the algorithms for determining the Hamming distance according to existing metrics according 

to non- estimated and estimated of the quadratic Euclidean distance of the Manhattan dominance, Sup - and 

Mahalanabis metrics are systematized and investigated. 

This method of representing and encoding image characteristics greatly simplifies computational complexity and 

increases the processing speed of data. The simplest Hamming distance estimation algorithm is implemented according 

to the linear Euclidean distance by representing the characteristic 
ix and 

iy  in Rademacher bases. 
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Fig. 12. The simulation results 

 

 

Formalized structures and arrays of information nodes of one-dimensional and two-dimensional Hamming spaces 

given in Cartesian and polar coordinates. 

The mathematical foundations for the calculation of the coordinate of the acoustic signal source have been 

developed, which allow to clarify the spatial determination of the location of the acoustic signal source relative to the 

Cartesian Hemming space node. 
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