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Summary. With a decrease in the intensity of light irritation to detect the risk of neurotoxicity, they receive a
low-intensity electroretinosignal, which needs to be further elaborated. In works by Tkachuk R.A. and
Yavorskyy B.l. the application of the Kalman filter and the method for determining the coefficients of the
mathematical model of the electroretinosignal is proposed. However, the method of direct directed search
(search) of coefficients is used, which has considerable time complexity, which makes it impossible to automate
the application and reconfiguration of the Kalman filter for the processing of low-intensity electroretinosignal.
Known works, in which the method of determining the coefficients of the mathematical model of low-intensity
electroretinosignal has been improved by checking in several iterations with the change of the pitch step.
Therefore, in order to evaluate the proposed advanced method, it is necessary to conduct a statistical test of
choice. The problem of choosing the method for determining the coefficients of the mathematical model of low-
intensity electroretinosignal is solved by methods of statistical choice theory. Validation of reliability is based on
the Bayesian concept of probability theory, on the basis of which the Neyman-Pearson criteria is chosen and
adapted to the task of selecting (approving) the solution. The reliability of the choice of the method for finding
the coefficients was determined with a fixed probability of a false choice of the method (0,1; 0,01; 0,001 and
0,0001).
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Statement of the problem. The modified electroretinography investigation of human
body is used in evaluating the neurotoxicity risk [1], but at the same time it is necessary to
ensure high resolution and accuracy of the resulting low-intensity electroretinosignal
processing (ERS). The investigation of low-intensity ERS is associated with the problem of
detecting the small useful signal in the noisy signal mixture [2-4]. The given problem in
ophthalmological diagnostic systems (particularly in CALYPSO, DKZO-01 systems and
others) is solved by averaging the certain (N) number of mixtures registrations, resulting in

decrease of noise dispersion in +/N times, and with the increase of registrations numbers the
value of the average signal-noise mixture is directed to ERS values.

However, this processing method is associated with patient inconveniences and
tiredness and for low-intensity ERS the N number can amount to dozens of registrations, that
is not always possible.

Analysis of the available investigation results. In papers by Tkachuk R.A. and
Yavorskyy B.l. [5, 6] on the heuristic basis the use of Kalman filter is substantiated and the
method of successive selection of the coefficients for the calculated recursive structure of the
2nd order as the mathematical model of the standard previously generated electroretinogram
(ERG) based on the mean-square criterion is used to ensure the necessary accuracy of useful
ERS reproduction.

The method of successive selection of coefficients (straight directed selection
hereinafter referred to as prototype method) of the mathematical model is used in [5, 6]. The
method (hereinafter referred to as the improved method) for the determination these



coefficients by straight directed selection in several iterations with the selection step change is
proposed in [7-9].

The objective of the paper is to determine the reliability of the method choice for
defining the coefficients of the low-intensity ERS mathematical model while processing the
Kalman filter.

Statement of the problem. The low-intensity ERS selected from the bioobject can be
considered as the mixture of useful electroretinosignal and noise:

x(iAt) = s(iAt)+ n(iAt), 1)

where s(iat) is useful low-intensity ERG, n(iat) is noise, At is sampling step (at=y2f, fis
low-intensity ERS sampling frequency in case of Kotelnikov theorem), i is the sample
number. While evaluating the prototype method and the improved method, let us carry out the
statistical test and compare the validity of the work results. Validity evaluation is performed
on the basis of Bayesian concept of probability theory, due to which the criterion for the
choice (approval) solution substantiation is constructed.

Under the initial hypothesis H, (zero-hypothesis) we mean the acceptance of the
prototype method, and under the alternative hypothesis H; we mean the adoption of the
improved method.

That is, on the basis of the Bayesian concept of probability theory:

P(B)P(C|B) = P(C)P(B[C) (2)

where P(B) is the probability of the prototype method test result, P(C) is the probability of the
improved method test result, P(C|B) is the conditional probability of improved method while
actually it is the prototype method, P(B|C) is the conditional probability of the prototype
method selection while actually it is improved method.

By analogy with the known interpretations of conditional probabilities let us introduce
the following notions: P(B|C) - an error of the first kind, P(C|B) - an error of the second kind.

Since the a priori probabilities of these errors are unknown, we will use the Neumann-
Pearson criterion which maximizes the probability of selecting more reliable algorithm (Py)
with predetermined value of the probability of the false choice of less reliable algorithm
(Pfa)-

Also the probability of the false choice of the less reliable P, algorithm allows us to
record the negative effects or losses while making wrong decision.

Results of the investigation. By means of simulation modeling we obtain statistics of
low-intensity ERS x(#) with normal probability distribution (Fig. 1).

Let us apply them in order to obtain the test statistics of Kalman filter operation,
whose coefficients are calculated by the prototype method and the improved method.
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Figure 1. Ensemble of simulation-modeled low-intensity ERS:
a) - ensemble of simulated low-intensity ERS by prototype method, b) - ensemble of simulated low-
intensity ERS by advanced method

The distribution densities of the probability of mean square error (MSE) modeling as
the accuracy evaluation of the method for determination of the coefficients of the low-
intensity ERS mathematical model, obtained test statistics, are shown in Fig. 2.
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Figure 2. The function of the distribution density of the MSE of the prototype method and the
improved method

The task of selecting the method for determination of the coefficients of the low-
intensity ERS mathematical model during processing by Kalman filter is solved by methods

of decision-making statistical theory [10].

While selecting the method for determination of the coefficients of Kalman
mathematical model, there are two groups of events.

The first group consists of two events reflecting hypothesis in the observed sequence:
"selection of the improved method" (hypothesis H;) with probability P(H;) and "selection of
the prototype method” (hypothesis Hp) with the probability P(Hp). These hypotheses are
incompatible and form the complete group P(Hy)+P(Hp)=1, since only one of them can occur

at the given moment.



The second group includes two other events that reflect the actual situation after
analyzing the low-intensity ERS simulation by the coefficients determined by the prototype
method and the improved method and decision making: “selection of the improved method™
(event A;) and "selection of the prototype method"” (event Ap). The probability of these events
occurrence is: P(41) and P(4p). These events are incompatible and form the complete group:
P(A1)+P(40)=1.

In the process of observation in each implementation one of the events from the first
group and one of the events from the second group take place. As a result, for each
implementation, one of four options of the simultaneous onset of two dependent events
occurs.

Two of these options will give the faultless solution: H; and 4; - selection of the
improved method at greater speed and Hp and 4, - selection of the prototype method with
higher accuracy. And two options will give false solutions: H; and 4y - the false selection of
the improved method and Hy i A; - the false selection of the prototype method.

The above stated problem of selecting the methods for determination of the low-
intensity ERS coefficients for Kalman filter is a partial case of the general problem for
hypotheses statistical testing. In this case, it is necessary to decide which event occurred, i.e.
which of the hypotheses is correct.

The expediency of the criterion application is determined by the nature of the choice
problem and the a priori probabilities p(H1) 1 p(Ho)=1-p(H1) known or unknown data.

The conditional probability of the false P:, determination is interpreted as the
probability that the value of the test statistic q(t) exceeds some limiting value of the
threshold y, leading to the false solution.

The probability Ps, is determined by the following expression:

P =P(A[H,)=Pla(t) > ] = [W, (a)dg )

The probabilistic probability of the false choice, that is, the probability that the value
of the test statistic g does not exceed the level y is:

P(A]H,)=Pla) < )= [W,(a)dg (4)

The probability of accepting one of two false solutions in accordance with the rule of
adding probabilities is:

Pl(Ho N A Jado(H, N A )] = P(H, N A )+ P(H, N A )=

T i ®)
= P(H,) W, (@)dg + P(H,) [W, (a)dg .
V4 0
The probability of the correct P4 method selection is interpreted as the probability that
the value of the test statistic g exceeds some limiting value of the threshold y, and correct
decision about the method selection will be made.
The probability Py is defined by the following expression:



Py = P[(Ho N Ay Jago(H, N A )]=1-P[(Ho N A Jado(H, N A=

v o 6
= P(H,) [W, (a)dg-+ P(H,) [W, (a)dg ©

In order to find the optimal threshold level y it is necessary to determine its value, in
which the probability of the correct solution will be maximal. As a result, we get:

Wi(h) _ P(H,)
Wo(h)  P(H,)

(7)

Let us interpret Fig. 2, for adaptation of binary classification of two signals, and in our
case two methods. The given MSE probability distribution densities with the application of
the prototype method Wy(q) and the improved method W;(g) correspond to the normal
distribution law. From Fig. 2 it is evident that the threshold y level is increased with MSE
dispersion increase. At P(Hy)=P(H1)=0,5 the optimal threshold level is determined by the
intersection point of the distribution functions W(q) 1 W1(q).

To make a decision on selection of the improved method, it is necessary that:

Wi(a) . P(H,)
Wo(a)  P(H,)

(8)

w(a) _P(H,)
Wo(a)  P(H,)

then a decision is taken about the selection of the prototype method.

Let's analyze the known criteria for choosing the optimal to the set task for selection of
the coefficients determination method:

1. At P(Hy)=P(H1)=0,5 we obtain the statistical criterion - the criterion of the ideal
observer, which is the simplest one. Its main disadvantage is the need to know the a priori
probabilities of P(Hy) presence or the P(Hp). In addition, the criterion of the ideal observer
does not take into account the consequences of false decisions.

2. To eliminate this disadvantage in the equation for estimation the probability of the
false solution the weight coefficients B and C, characterizing the losses connected with the
false selection of the coefficients determination method are set:

9)

P[(HoNA1) or (HiNAw)]=B -P(HyNAY)+C -P(H1NAp) (20)

In this case, the decision of the method selection is made while performing inequality:
W, (G, Gy, G, Ay ) o, B-P(H,)

W0(Q1vQ2vQ3’---QN ) - C- P(Hl)

This statistical criterion is called the criterion of minimal risk. Its application is
difficult for the task of method selection not only due to the lack of a priori probabilities
P(H1) and P(H,), but also because of the lack of a priori estimates of the importance of weight
coefficients B and C.

(11)



3. Another common criterion is the criterion of maximum likelihood. The above
mentioned distribution function W(Q1,02,03, ... qn) is called the likelihood function, the
maximal likelihood method is based on it and the maximum probabilistic estimation of MSE
methods with the least (relative to other methods) dispersion value is determined by this
method. While using the criterion of maximum likelihood, the solution concerning the method
selection is made in the case when the likelihood function W, exceeds the likelihood function
Wo:

Wl(qlqu’q3""qN)21 (12)
Wo(lequqS’“-QN)

4. As we have already indicated, the a priori probabilities necessary to make a decision
concerning the method selection during its processing are unknown. Therefore, one more
criterion, which does not depend on these probabilities, is most widely used. This is the
Neumann-Pearson criterion, which ensures the maximum probability of the correct
determination P(H1NH'1) (hereinafter referred to as Pgy) with the given probability of false
determination P(HyNH") (hereinafter referred to as Py,).

In accordance with this criterion, the threshold value y is chosen from the given
conditional probability of the false definition:

Plact) > h] = [W, (a)dg (13)

Thus, the solution to the method determination task is to calculate the likelihood ratio:

L Wi(9y. G, G, Oy ) (14
Wo(0, 0y, G5, Gy )

The decision concerning the method selection is made in the case when the likelihood
ratio exceeds a certain fixed level y, established in advance, depending on the accepted
criterion.

According to the Neumann-Pearson criterion, the probability of the false choice of Pz,
method should be specified as follows [10]:

P, = TWO (q)dq =1—<I{h o J (15)

/o,

x -u?

where d(x) = % e du is the probability integral.
T e

Then the probability of the correct method selection is:

/D,

From expression (15), according to the given probability of the false choice of Py,
method, the level y is definitely determined, and knowing it, we find the probability of the
correct choice of P4 method.

P, = [Wi(@)dg =1—<1>[h - mlj (16)



y =Dy ® (- P,)+m, (17)

Characteristics of the method selection reliability for determining the coefficients is
the dependence of the probability of correct Py determination from the deviation coefficient
[10], at the fixed probability of the false choice of P:. (Pta = 0,1; Psy = 0,01; Pty = 0,001;
Pt = 0,0001) method. The corresponding graphs are shown in Fig. 3 and Fig. 4

On the other hand, according to [10], the problem of detecting the constant signal (in
our case, the problem of distinguishing the selection of two methods) can be generalized and
considered as the problem of distinguishing two constant signals in the presence of Gaussian
noise. This problem is called the mean-shifted Gauss-Gauss problem. In this case, in general,
we get the following instead of statistics:

N(0,o2/N H
T'(XN)~ ( 0-2 )npu 0 (18)
N(Aoc“/N)npu H,
We derive:
2
N(ty, 0% )npu  H,

The hypothesis H; , if T >y, and Ho is accepted in other case. Thus, one or another

hypothesis is accepted depending on the mean-shifted statistic value. For such determinant we
will define the deviation factor (Kgeviation) [10] by the formula:

_ 2
Kdeviation = M (20)
O,
Let us determine the deviation factor (Kgeviation) fOr the test statistics of MSE
distribution by the prototype method and the improved method (Fig. 3).
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Figure 3. Definition probability of choosing a more reliable method (Py)

The dependence of the selection probability on the deviation factor (Kgeviation) 1S Shown
in Fig. 4.
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Figure 4. Functional dependence of the probability of choosing a method from the Kgeyiation

Based on the results of the binary classification of the adapted Neyman-Pearson
criteria and the calculated probability values of the correct choice of Py method while
determining the probability of Ps, false choice, it is necessary in further investigation to
determine the dependence of the number of correctly classified positive results on the number
of incorrectly classified false results using ROC analysis.

Conclusions. In order to compare the reliability of method selection for determining
the low-intensity ERS mathematical model coefficients, the statistical test of two methods: the
prototype method and the improved method was carried out.

Evaluation of reliability was carried out on the basis of Bayesian concept of
probability theory, and the criterion of decision approval - the Neyman-Pearson criteria was
adapted. According to this, while determining the probability of the false choice (Ps, = 0,1; Ps,
= 0,01; P, = 0,001; P, = 0,0001), the probability of the correct choice was Pg; = 0.8245;
Pa2=0,9733; Pg3 = 0,9966; Py = 0,9996 relatively.

The application of the adapted Neyman-Pearson criteria, and the determination of the
probability of method selection for determining the coefficients, makes it possible to plan
scientific experiments and research of the low-intensity ERS processing methods.
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AJIATITAIISA KPUTEPIFO HEUMAHA-TIIPCOHA JJIS
OHIHIOBAHHA 1OCTOBIPHOCTI BUBOPY METOAY
BU3HAUYEHHSI KOE®IIIEHTIB MATEMATUYHOI MOJEJII
HU3BKOIHTEHCHUBHOI'O EJIEKTPOPETUHOCHUT'HAJTY

I1aBio TumkiB

TepHroninbcokuu HayiOHATILHUL MEXHIYHUU YHIgepcumem imeHi leana
Ilynmos, Tepuonins, Ykpaina

Peszome. Ilpu 3menuwienns iHmMeHCUGHOCMI CGIMI0G020 NOOPA3HEHHA 0N  GUAGNEHHA PUUKIG
HeUpoOmoKCcuKayii, OmpumyOms HU3bKOIHMEHCUGHUT eNeKMPOPEMUHOCUSHAN, AKULL HeOOXIOHO 000amKO080
onpayvogysamu. Lle sunuxac 6HACIiOOK MAN020 BIOHOWEHHS eHepeii KOPUCHO20 CUcHAly 00 eHepeii wymy,
HegiooMOI npupoou wiymié (wymie 06io0’ckma, 6i0 enekmpoodié uu niocunoeauie) ma 3MiHU Gopmu
eIeKMPOPEMUHOCUCHANY YU U020 CKIAO0BUX (XBULb) BHACHIOOK HEBI00MO20 6NauBy Hetipomoxcuxayii. B
pobomax Tkauyka P.A. ma AHsopcvrkoeo B.1. 3anpononoeane 3acmocysanus ¢inempy Kaimana i memoody
BU3HAYeHHs Koe@iyicumie mamemamuyHoi mooeni eiexmpopemunocucharny. Ilpome euxopucmanuii memoo
nPAMO20 HANpasneno2o nepebopy (NouLyky) Kkoe@iyicumie, Mae 3HAUHY YACOBY CKAAOHICHb, WO YHEMOICIUBTIOE
aA6MOMAmu306ane  3aCMocy6anHs I  nepenanawmyeanns — @inempy  Kanmana  0na  onpayloeanms
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HU3LKOIHMEHCUBHO20 elleKmpopemunocusHany. Bioomi pobomu, € Axux nposedeHo YOOCKOHANEHHA MEmoOy
BU3HAYEHHA KoeiyicHmie Mamemamuinoi Mooeni HULKOIHMEHCUBHO20 eNeKMPOPEMUHOCUSHANY WAAXOM
nepebopy y Oekinvka imepayiil 3i 3MiHOWO KpoKy nepebopy. Tomy 013 OYiHIOBAHHA 3ANPONOHOBAHOZO
VOOCKOHANIEH020 Memoody HeoOXiOHO npogecmu CMamucmuyte UnpobO8y8anHHs 8uUOOPY Memooy-npomomuny ma
VOOCKOHANeH020 Memody ma 6usHauumu 0ocmogipHocmi pe3yremamis eubopy. 3adaua 8ubopy memooy
susHauenHs Koeghiyienmie mamemamuynoi Mmooeni HuzvkoinmeHncuenozo EPC  eupiwyemvca memoodamu
cmamucmuyHoi meopii 6ubopy piwensb. OYiHlo8aHHA 00CMOBIPHOCMI NPO8edeHo Ha ba3zi batieciecbKkoi KoHYenyil
meopii timosiprocmi, Ha niocmasi eubpano xKpumepii Heiimana-ITipcona ma aoanmosano iozo 00 3a0aui
subopy (3ameepodicennsy) piuwtenus. [na  yvboeo, nposedeHo  imimayiliHe MOOENOBAHHS — AHCAMOIIO
Huzvkoinmencusnux EPC npu suxopucmanui memooy-npomomuny ma yOOCKOHAIEH020 Memooy, Ma 6U3HAUEHO
CepeOHbOK8AOPAMUYHY NOXUOKY MOOENIOBAHHSL KOJCHO20 3 Memodie ik Mipy eubopy. Jocmosiprocmi eubopy
Memooy HOULYKY KOoe@IiyieHmie GU3HaAYaiacs npu QIiKco8aHitl iMOGIPHOCMI NOMUTIKOBO20 GUOOPY Memoody
(0,1,0,01;0,001 ma 0,0001).

Kniouogi  cnoea:  enexmpopemunospais, — eneKmpoOpemuHOCUSHAN,  MAMEeMAMUYHa — MOOeib,
HU3bKOIHMeEHCUSHUU elekmpopemurnocuenan, inomp Kaimana, kpumepiii Helimana-Ilipcona.
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