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Introduction

The course is the introduction into forecast process that combines the use of various economic models and statistical techniques.
Its primary purpose is forming the student’s interest in producing the qualitative and quantitative forecasts based on time series, econometric models and judgmental methods; in using various auxiliary analytical tools, in examining recent data and assessing the forecasts accuracy. 
The main tasks of the course are:

- to acquaint the students with meaning, features, stages of economic forecasting, forecasts types and forecasting techniques;

- to provide the students with integral idea about average methods, trend extrapolation, simple and double exponential smoothing methods, regression analysis and regression models;   

- to provide students with guideline to forecast estimation, measure the forecast accuracy and forecast mistakes;

- to help students to make forecast based on multiple regression, check the model on the goodness of fit and statistical significance;

- to provide students with guideline to calculate the forecasts based on confidence interval and seasonality.
As a result student must be able: 
- to determine the extrapolation of trends and patterns, extrapolation of causal connection, extrapolation as a tool of forecasting, the components of time series, the meaning of time series and forecasting based on time series;

- to make forecast based on average methods (simple, moving, weighted and modified moving average methods), trend extrapolation, simple and double exponential smoothing methods using specific addition Microsoft Excel – Data Analysis;

-  to analyze the forecast accuracy and make decisions based on prediction and its estimation;

- to determine the meaning of regression analysis and regression models, multiple regression and its construction;

- to make forecast based on multiple regression using Data Analysis, check the model on the goodness of fit and statistical significance and interpret the results;

- to calculate the forecasts based on confidence interval and seasonality and interpret the results. 
This course discusses how our forecast process combines the use of various economic models and statistical techniques with the application of judgments. 
Our main tool for producing the forecast is the time series and econometric models, but we also use various auxiliary analytical tools, examine recent data and assess the forecasts accuracy. T
The forecast process is designed to result in a table of figures that help to find the quantitative forecast values. The use of the time series and econometric models helps to ensure that the forecast, and the factors which explains it, are both internally consistent and consistent with socio-economic processes.
Topic 1. INTRODUCTION TO Economic Forecasting 
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1. Decision modeling
Decision modeling is the scientific approach to managerial decision-making. This type of analysis is a logical and rational approach to making decisions.

Decision modeling focuses on the high volume, operational decisions that must be made every day in any organization: the decisions in the operational, financial, and other processes.

Decision modeling is based on three components:

1. Input data can come from company reports and documents, interviews with employees and other personnel, direct measurement, and sampling procedures. For many managerial problems, a number of different sources are required to obtain data, and in some cases it is necessary to obtain the same data from different sources in order to check the accuracy and consistency of the input data. If the input data are not accurate, the results can be misleading and very costly to the organization. 

Input data needed for managerial decision modeling should be reliable, accurate, timely, meaningful, interrelated, written and easy to use. Further details of these characteristics related to organizational information for decision-making follows:

- Availability / accessibility means that the input information should be easy to obtain or access. Businesses used to keep customers, suppliers, staff details on a computer in the operational databases. For business premises, say for a hotels, the data would probably get from the Internet.

- Accuracy – the input information needs to be accurate enough for the use to which it is going to be put.  To obtain information that is 100% accurate is usually unrealistic as it is likely to be too expensive to produce on time. The degree of accuracy depends upon the circumstances. At operational levels information may need to be accurate to the nearest penny – on a supermarket till receipt, for example.  At tactical level department heads may see weekly summaries correct to the nearest £100, whereas at strategic level directors may look at comparing stores’ performances over several months to the nearest £100,000 per month. Accuracy is important. As an example, if government statistics based on the last census wrongly show an increase in births within an area, plans may be made to build schools and construction companies may invest in new housing developments. In these cases any investment may not be recouped.

- Reliability or objectivity – reliability deals with the truth of information or the objectivity with which it is presented. Managers can only really use information confidently if they are sure of its reliability and objectivity. For example, the accounting reliability refers to whether financial information can be verified and used consistently by investors and creditors with the same results. Basically, reliability refers to the trustworthiness of the financial statements. Can the end users trust what is on the financial statements? If decision makers cannot trust what is on the financial statements, financial reporting in general is useless.

- Relevance / appropriateness – input information should be relevant to the purpose for which it is required. It must be suitable.  What is relevant for one manager may not be relevant for another.  The user will become frustrated if information contains data irrelevant to the task in hand. For example, a market research company may give information on users’ perceptions of the quality of a product.  This is not relevant for the manager who wants to know opinions on relative prices of the product and its rivals.  The information gained would not be relevant to the purpose.

- Completeness – input data should contain all the details required by the user. Otherwise, it may not be useful as the basis for making a decision. For example, if an organization is supplied with information regarding the costs of supplying a fleet of cars for the sales force, and servicing and maintenance costs are not included, then a costing based on the information supplied will be considerably underestimated. Ideally all the information needed for a particular decision should be available.  However, this rarely happens; good information is often incomplete. To meet all the needs of the situation, manager often have to collect it from a variety of sources.

- Level of detail / conciseness – input information should be in a form that is short enough to allow its examination and use. There should be no extraneous information.  For example, it is very common practice to summarize financial data and present this information, both in the form of figures and by using a chart or graph. 

- Presentation – the presentation of information is important to the user. Information can be more easily assimilated if it is aesthetically pleasing. For example, a marketing report that includes graphs of statistics will be more concise as well as more aesthetically pleasing to the users within the organization.  Many organizations use presentation software and show summary information via a data projector.  These presentations have usually been well thought out to be visually attractive and to convey the correct amount of detail. 

- Timing – the input information must be on time for the purpose for which it is required. Information received too late will be irrelevant. Users of accounting information must be provided with financial statements on a timely basis to ensure that their financial decisions are based on up to date information. This can be achieved by reporting the financial performance of companies with sufficient regularity (e.g. quarterly, half yearly or annual) depending on the size and complexity of the business operations. Unreasonable delay in reporting accounting information to users must also be avoided.

- Value of information – the relative importance of information for decision-making can increase or decrease its value to an organization. For example, an organization requires information on a competitor’s performance that is critical to their own decision on whether to invest in new machinery for their factory. The value of this information would be high. Always keep in mind that information should be available on time, within cost constraints and be legally obtained.

- Cost of information – the input data should be available within set cost levels that may vary depending on situation. If costs are too high to obtain information an organization may decide to seek slightly less comprehensive information elsewhere. For example, an organization wants to commission a market survey on a new product. The survey could cost more than the forecast initial profit from the product. In that situation, the organization would probably decide that a less costly source of information should be used, even if it may give inferior information.

2. Decision variable is an unknown quantity which value can be controlled by the decision maker. Examples include how many inventory items to order, how many courses to take this semester, how much money to invest in retirement plans this year, etc.

3. Problem parameter is a measurable (usually known) quantity that is inherent in the problem. Examples include the cost of placing an order for more inventory items, the tuition payable for taking a course, the annual fees payable for establishing a retirement plan, etc.

Input data needed for decision modeling can be obtained from different sources. There are primary and secondary data. 

Primary data include the internal company information (for example, data on the costs of raw materials, costs of production, prices, income, net profit, sales and etc.) and external information obtained from consumers, suppliers, distributors or economists-experts resulting personal interviews. 

Secondary data is the data collected by government statistics, private organizations, specialized on collecting statistical data (for example, consulting agencies) and obtained resulting censuses, statistical surveys, and organizational records. Secondary data are computer data bases.

Input data is classified as follows:
· Quantitative data are the numeric values that indicate how much or how many. It is used to describe a type of information that can be counted or expressed numerically. For example, quantity of products, profit, income, costs, etc. This type of data is often collected in experiments, manipulated and statistically analyzed. Quantitative data can be represented visually in graphs, histograms, tables and charts.
· Qualitative data are the labels or names used to identify an attribute. Qualitative data can be arranged into categories that are not numerical. These categories can be physical traits, gender, colors, pass/fail or the presence or lack of a characteristic or anything that does not have a number associated to it. The other examples include the outcome of an upcoming election, new technological breakthrough, etc.

Input data for decision modeling are divided into 4 types:
1. Financial data include the information from company accounting and finance departments. Accounting provides information relating to a company’s expenditures, cost allocation methods for products and statements indicating the company’s profitability. Owners and managers can also use this information to compare against the industry standard to ensure their company is at least on par with other companies. The finance department contains information on how the company pays for operations, whether it is debt or equity financing. Owners and managers can get the financial information from such financial documents as balance sheet, income statement, etc. 

2. Operational data provide owners and managers with documents and figures relating to how well a company produces consumers goods and services. Information can relate to types of economic resources needed, quantity of products, employee productivity, waste from operations and other information. Owners and managers typically conduct a performance review to ensure their company is operating efficiently and effectively. Owners and managers can get the operational information from production efficiency report, sales repot, labor productivity report, etc.

3. Economic data typically include external figures that owners and managers need to understand current economic conditions. Consumer demand, available credit, resource availability, exchange rate, potential for international sales and active competitors in the market are a few types of economic information needed by businesses. Owners and managers can use this information to create forecasts or other estimates on the potential sales based on these conditions.

4. Governmental data typically relate to regulations and taxes. Owners and managers need this information to ensure they understand the additional liabilities they must accept in relation to their business operations. Profit tax, income tax, value-added tax, excise duty, tariffs, customs duty, customs payments are a few types of governmental information needed for a manager.   

Decision modeling is a step-by-step process that allows decision makers to investigate managerial problems using quantitative techniques. The decision modeling process includes three phases that are broken into several steps:

I phase: Formulation is translating a managerial problem scenario from words to an economic and mathematical model. This phrase covers the following steps:

- 1 step: Defining the problem, its scope and time horizon. In every case, the decision analysis begins with defining the problem. The problem could be too many stockouts, too many bad debts, or determining the products to produce that will result in the maximum profit or minimum costs for the organization.

- 2 step: Developing a model.  After the managerial problems have been defined, the next step is to develop one or more models. These models could be inventory control models, models that describe the debt situation in the organization, and so on.

- 3 step: Acquiring input data. Once the models have been developed, the next step is to acquire input data. In the inventory problem, for example, such factors as the annual demand, the ordering cost, and the carrying cost would be input data that are used by the model developed in the preceding step. In determining the products to produce in order to maximize profits, the input data could be such things as the profitability for all the different products, the amount of time that is available at the various production departments that produce the products and the amount of time it takes for each product to be produced in each production department.

II phrase: Solution means solving the model to obtain the optimal solution (result). This phrase covers the following steps:

4 step: Developing a solution. This requires manipulation of the model in order to determine the best solution.

5. step: Testing the solution. The results must be tested.

III phrase: Interpretation and Sensitivity Analysis mean analyzing results and implementing a solution:

6 step: Analyzing the results. The results must be analyzed, and implemented. In the inventory control problem, this might result in determining and implementing a policy to order a certain amount of inventory at specified intervals. For the problem of determining the best products to produce, this might mean testing, analyzing, and implementing a decision to produce a certain quantity of given products.

7 step: Implementing the results. Implementation is the process of taking the solution and incorporating it into the company or organization. This is the final step in the decision modeling approach, and if a good job is not done with implementation, all of the effort expended on the previous steps can be wasted.

Decision model is an intellectual template for perceiving, organizing, and managing the business operations behind a business decision. Decision models are classified as follows:

- Quantitative models are logical, mathematical display of the important components of an organization and linkages between them. Quantitative model requires numerical definition of the managerial problem and works with two kinds of variable: dependent and independent. For example, the relationship between company output and production costs, demand for products can be described numerically. In this case, company output is a dependent variable. Production costs and demand for products are factors or independent variables.

- Qualitative models are based on the subjective judgment based on quantifiable information, such as management expertise, industry cycles, strength of research and development, and labour relations. They treat only qualities of managerial problem. 

- Optimization models seek to maximize a quantity (e.g. profit, income, return) or minimize a quantity (e.g. cost, time, expenses) that may be restricted by a set of constraints (limitations on the availability of capital, workers, supplies, machines, etc.).

- Predictive models seek to make forecast of economic processes, activities and data given certain conditions. They aim at calculating the quantitative forecast after looking at the information that is available. Predictive models used to predict GDP, inflation, unemployment, sales, demand, revenue and so on.

- Deterministic models assume that all the relevant input data are known with certainty. That is, these models assume that all the information needed for modeling the decision-making problem environment is available, with fixed and known values. Students should be able to find several examples from the manufacturing and service sectors. For example, deciding how many sections of a course to offer during a semester can be modeled as a deterministic model since the costs and benefits of offering each section are known.
- Probabilistic (also called stochastic) models assume that some input data are not known with certainty. That is, these models assume that the values of some important variables will not be known before decisions are made. Here again, students should be able to find several examples from the manufacturing and service sectors. For example, their own career based on their choice of a major for their undergraduate study can be modeled as a probabilistic model.

-  Static models are concerned with determining an answer for particular set of fixed conditions that will probably not change significantly in the short run. The example of static model is that if we supplement the demand equation with a static supply equation, we obtain the static market equilibrium model.

- Dynamic models are used to represent the variables interaction during time intervals. For example, the interactions between company sales and demand for product through April to August can be modeled as the dynamic model.
2. Forecasting: definition and meaning

Forecast is a likely, scientifically well-grounded opinion about possible state of the events, objects or processes in the future. 

Forecast is a statement of the expected outcome of a given set of events or data.

Economic forecast is a projection of future developments in business such as sales, expenditures, profits, etc.

Forecasting is a process of making statements about events whose actual outcomes (typically) have not yet been observed. 

Forecasting is a process of predicting or estimating the future based on past and present data. 

Economic forecasting is a process of making forecasts based on analysis of past trends and regularities of the economic processes, activities and data. Economic forecasts can be carried out at a high level of aggregation – for example for GDP, inflation, unemployment or the fiscal deficit – or at a more disaggregated level, for specific sectors of the economy or even specific companies.

Economic forecasting provides information about the potential future events and their consequences for the organization. It may not reduce the complications and uncertainty of the future. However, it increases the confidence of the management to make important decisions.

Economic forecasting includes the following steps:
1. Determine the use of the forecast. In this step, the use of the forecast must be determined. The process of making forecast begins with defining those who needs the forecast, because all organizations operate in the atmosphere of uncertainty and decisions to be made affect future of the organization.   
2. Identify the items to be forecasted. The items of economic forecasting are the economic processes (for example, inflation, demand, supply), any indicator that describes company activity (for example, price, profit, income, costs), any indicator that describes national economy (for example, gross domestic product, national income, export, import, external debt), any indicator that describes social processes (for example, migration, wage, salary, bonus fund, incentive fund, overtime payments). 

3. Set the time limits (time horizon) of the forecast. There are the following types of forecasts, such as: short-term forecast is the forecast for week, month, quarter and year (for example, purchasing, job scheduling, job assignments); medium-term forecast is the forecast from 1 to 3 years (for example, sales and production planning); long-term forecast is the forecast over 3 years (for example, new product planning, research and development).
4. Collect the data: data collection is a term used to describe a process of preparing and collecting statistical data necessary to forecasting. Statistical data needed for forecasting should be reliable, accurate, timely, relevant, meaningful, interrelated, written and easy to use. 

Statistical information required for forecasting can be obtained from different sources. There are primary and secondary data sources. Primary data refers to the  internal company information ( for example, data on the costs of raw materials, production costs, prices, income, net profit, sales and etc.) and external information obtained from consumers, suppliers, distributors or economists-experts resulting personal interviews. Secondary data is the data collected by government statistics, private organizations, specialized on collecting statistical data (for example, consulting agencies) and obtained resulting censuses, statistical surveys, and organizational records. The secondary data is computer databases. It can be classified according to types of content: analytical, full-text, numeric, images, etc.

5. Select the forecasting model(s). Economic and statistical models are very good tools to make reliable forecast. These models process quantitative data and predict them by using different formulas and equations. There are simple and complex forecasting models. The simple models are used to make forecast depending on one factor – dynamics in time (growth or decline), while the complex models are used to make forecast depending on many factors.

6. Estimate the forecast: forecast estimation is a process of its checking (validating) on goodness of fit and statistical significance based on statistical coefficients. If the forecasting model is reliable and statistical significant, the forecast is accurate. 

7. Make the forecast is the last step of economic forecasting aiming at calculation of the quantitative forecast after looking at the information that is available. The quantitative forecast is a basis for making decisions by managers.   

3. Features, importance and limitations of forecasting

Characteristics or features of forecasting are the following:

1) forecasting is concerned with future events;

2) it shows the probability of happening of future events;

3) it analyzes past and present data;

4) it uses statistical tools and techniques;

5) it uses personal observations.

Significance or importance of forecasting involves following points:

– Forecasting provides relevant and reliable information about the past and present events and the likely future events. This is necessary for sales and production planning, job scheduling and many other processes in the organization.

– It gives confidence to the managers for making important decisions.

– It keeps managers active and alert to face the challenges of future events and the changes in the environment.

Limitations of forecasting involves following points:

1) Collection and analysis of data about the past, present and future take a lot of time and money. Therefore, managers have to balance the cost of forecasting with its benefits. Many small organizations don’t do forecasting because of the high cost.

2) Forecasting can only estimate the future events. It cannot guarantee that these events will happen in the future. Long-term forecasts will be less accurate than short-term forecast.

3) Forecasting is based on past events (data). However, history may not repeat itself at all times.

4) Forecasting requires proper judgment and managerial skills. Forecasts may go wrong due to bad judgment and skills on the part of some of the managers. Therefore, forecasts are subject to human error.

5) Forecast always contains some error; it presence in the forecast is objective and can’t be eliminated by using the most advanced calculation techniques and methods. 

6) All types of forecasting methods are founded on the statistical data processing by special methods (for example, extrapolation). In this case, forecast is based on identified trends and data in the past.

7) There is no perfect forecasting method which can provide high quality of forecast. Selection of forecasting method should be based on detailed analysis of the current situation both inside the economic entity and beyond.

8) Any forecasting method is based on certain assumptions that can simplify the economic reality. If these assumptions are wrong, the forecasting will be wrong and on the contrary, if these assumptions are right, the forecasting will be accurate. For example, assumption about weather conditions might improve the ability of a method to predict umbrella sales.

4. Forecast types
There are the following types of forecasts:

1) Economic forecast is used to predict the movements of the economy. This is usually done by statistical models and may focus on a specific sector or the economy as a whole. Among the common indicators are inflation rate, gross domestic product and unemployment rate. Economic forecasts can be microeconomic and macroeconomic.

Microeconomic forecasts are designed to predict the effects of change at the level of an industry or a firm. A few types of microeconomic forecasts are given below:

a) Sales forecast is used to predict how many people will want to buy a product or service from a company in a specific period. Sales forecasting is used in business planning, management decisions and marketing.

b) Demand forecast is the activity of estimating the quantity of a product or service that consumers will purchase. Demand forecasting may be used in making pricing decisions, in assessing future capacity requirements, or in making decisions on whether to enter a new market.

c) Revenue forecast is used to predict what money will be made by meeting the sales forecast. The revenue forecast is an assessment of the profit that a company might make providing a financial baseline to measure achievement of business strategy.

Macroeconomic forecasts are designed to predict the course of the aggregate economy and concentrate on variables such as interest rates, the rate of inflation, and the rate of unemployment. Forecasts of private consumption and investment, government expenditures, and net exports help government policymakers responsible for fiscal policy. 

2) Technological forecast is used to predict the future state of technology and the extent to its use. It includes all efforts to predict technological capabilities and to predict an intervention and spread of technological innovations. It can be used to see how close an existing technology may be to the end of its life, to identify competing new technologies, and to provide insights into possible adoption rates of the new technology.

3) Political forecast is involved in the investigation and analysis of all areas of election. Political forecasting has to anticipate political developments and outcomes in order to adapt to future change, trends and transformation.

4) Demographic forecast is used to predict the migration of the population, reproduction of labour by age composition, employment of working population. Population forecast is a calculation of how many people will be living in a country or in a town at some point in the future.

There are the following types of forecasts by time horizon:

1) Short-term forecast is used in development of monthly, quarterly and annual plans. A person who makes a decision may to actively influence the course of processes.

2) Medium-term forecast is used to develop the tactical plans. On the stage of medium-range forecasting developed forecasts of optimal allocation of resources based on the previous forecast of demand, supply and competition.

3) Long-term forecast is used to develop the strategic plans. It is characterized by a combination of qualitative and quantitative forecasting methods.

Forecast can be spot (or point) and interval.

1) Spot (or point) forecast includes a single predicted value. For example, after 6 months the price of a given product will grow by 10%.

2) Interval forecast is used to predict the future, which offered a range, the range of predicted values. For example, after 6 months the price of a given product will grow by 10-15%.

Forecasting methods are the set of techniques and ways of external and internal data analysis to make conclusion about possible state of the events or processes in the future. There are qualitative and quantitative forecasting methods. 

Qualitative or expert methods are based on expert knowledge, competence and personal experience in the certain sphere of activity (for example, sphere of industry, branch of agriculture or field of law). 

Quantitative methods are based on mathematical tools (formulas and equations). These methods include time series methods and causal / econometric forecasting methods.

Forecast can be qualitative or quantitative depending on forecasting methods that we can use.

1) Qualitative forecast is based on subjective methods, intuition and managerial experience.

2) Quantitative forecast is based on mathematical tools, time series methods and causal models. Time series methods are based on identified past trends in the data and projecting them into the future. Causal models are based on data where may be a cause and effect relation between variables.
Example: based on statistics on exports and imports, find the trade balance forecasts for the next year, if the predicted growth compared to previous year for products of oil industry is 12,5%, for products of metal processing industry is 10,5%, for products of machine building industry is 11,2%, for products of dairy industry is 4,5%, for products of textile industry is 3%, for products of footwear industry is 6%; the predicted decline compared to previous year for products of electronic industry is 5%, for products of heavy industry is 3,5%, for products of timber industry is 1,5%. 

Table 1 – Statistics on exports and imports

	Products 
	Previous year

	
	Exports, million $ 
	Imports, million $

	Products of oil industry
	72,6
	16,8

	Products of electronic industry
	42,6
	24,5

	Products of heavy industry
	28,4
	10,2

	Products of metal processing industry
	90,6
	30,5

	Products of machine building industry
	145,8
	38,7

	Products of timber industry
	42,1
	19,7

	Products of dairy industry
	14,9
	3,2

	Products of textile industry
	11,9
	2,3

	Products of footwear industry
	34,5
	7,9


Solution: Firstly, calculate the trade balance for previous year in the table 2.
Trade balance is the difference between the monetary value of exports of goods, services and the monetary value of imports of goods and services of a country during a specific period of time. The trade balance for previous year is calculated in the table 2.

Table 2 – Calculation results 

	Products
	Trade balance for previous year, 

million $

	Products of oil industry
	72,6-16,8=55,8

	Products of electronic industry
	42,6-24,5=18,1

	Products of heavy industry
	28,4-10,2=18,2

	Products of metal processing industry
	90,6-30,5=60,1

	Products of machine building industry
	145,8-38,7=107,1

	Products of timber industry
	42,1-19,7=22,4

	Products of dairy industry
	14,9-3,2=11,7

	Products of textile industry
	11,9-2,3=9,6

	Products of footwear industry
	34,5-7,9=26,6 


The trade balance forecasts for the next year is calculated in the table 3.


Table 3 – Calculation results 

	Products
	Trade balance for previous year, 

million $
	Trade balance forecasts for the next year

	
	
	1-s way
	2-d way

	Products of oil industry
	55,8
	55,8*1,125=62,78
	55,8+(55,8*0,125)=62,78

	Products of electronic industry
	18,1
	18,1*0,95=17,20
	18,1-(18,1*0,05)=17,20

	Products of heavy industry
	18,2
	18,2*0,965=17,56
	18,2-(18,2*0,035)=17,56

	Products of metal processing industry
	60,1
	60,1*1,05=63,11
	60,1+(60,1*0,05)=63,11

	Products of machine building industry
	107,1
	107,1*1,112=119,10
	107,1+(107,1*0,12)=119,10

	Products of timber industry
	22,4
	22,4*0,985=22,06
	22,4-(22,4*0,015)=22,06

	Products of dairy industry
	11,7
	11,7*1,045=12,23
	11,7+(11,7*0,045)=12,23

	Products of textile industry
	9,6
	9,6*1,03=9,89
	9,6+(9,6*0,03)=9,89

	Products of footwear industry
	26,6 
	26,6*1,06=28,20
	26,6+(26,6*0,06)=28,20


Microsoft Excel provides a lot of possibilities to forecasting. Statistical data on exports and imports should be typed in Excel Spreadsheet.

To calculate the trade balance for previous year click cell D3 and type the formula                                                =B3-C3
and stretch down (Figure 1).

To calculate the trade balance forecast for the next year click cell G3 and type the formulas (Figure 2)
=D3*(100+F3)/100 (for products of oil industry)

=D4*(100-F4)/100 (for products of electronic industry)

=D5*(100-F5)/100 (for products of heavy industry)
=D6*(100+F6)/100 (for products of metal processing industry)

=D7*(100+F7)/100 (for products of machine building industry)

=D8*(100-F8)/100 (for products of timber industry)

=D9*(100+F9)/100 (for products of dairy industry)

=D10*(100+F10)/100 (for products of textile industry)

=D11*(100+F11)/100 (for products of footwear industry)


Figure 1
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Topic 2. Forecasting based on analytical indicators of time series
Content
1. Extrapolation as a tool of forecasting
2. Time series components

3. Forecasting based on analytical indicators of time series

4. Forecasting based on analytical indicators of time series using Microsoft Excel
1. Extrapolation as a tool of forecasting

Quantitative methods are the most developed and widely used forecasting methods. Basic tool of quantitative forecasting methods is an extrapolation. Extrapolation is an inference about the future (or about some hypothetical situation) based on known facts and observations. When you make an extrapolation, you take facts and observations about a present or known situation and use them to make a prediction about what might eventually happen. For example, we can extrapolate the number of new students entering next year by looking at how many entered in previous years.

There are the following types of extrapolation:

1. Extrapolation of trends and patterns is a process of distributing trends and patterns identified in the past and constructing new data points in the future. Extrapolation of trends and patterns is forecasting technique which uses statistical methods to project the future pattern of a time series data. Trends and patterns are sufficiently stable in time and in absence of sudden changes in the future they will remain in force.

For example, statistical data on company’s profit for 5 months are given in the table 1.

Table 1 – Statistics on profit for 5 months

	Months 
	Profit, thousand $

	April
	20

	May
	22

	June 
	28

	July 
	36

	August 
	42


What is forecasting item? In this example, the forecasting item is company’s profit. 

What is a trend? We are observing the trend of increasing profit. 

You can extrapolate the company’s profit for the next month by looking at profit trend in previous months.

If you know statistics on profit through April to August, we might be able to make an extrapolation about profit for the next month. Therefore, extrapolation means that the trend of increasing profit will be the same for the next month as in the past. To find profit forecast for September you need to use a simple forecasting model which helps to make profit forecast depending on time. 

Information base for forecasting of trends is one-dimensional time series. For example, statistics on profit through April to August is called one-dimensional time series. 

2. Extrapolation of causal relationship is forecasting technique which uses statistical methods to construct the multifactor models. Multifactor forecasting is used to predict a dependent variable from a number of independent variables (factors). These factors explain the changes in the development of economic item (data). So, the factors are called independent variables, and the economic item (what do we want to predict) that depends on factors (independent variables) is called a dependent variable. Information base for multifactor forecasting is interrelated time series (table 2).  

For example, production depends on production costs and demand for products. In this case, production is the economic item to be forecasted or dependent variable. Production costs and demand for products are factors or independent variables. To find the production forecast you need to use specific mathematical tools, for example, regression model. 

Table 2 – Statistics on production, production costs and demand for products for 5 months

	Months
	Production,

million $
	Production costs,

million $
	Demand for products, million $

	April
	120,5
	60,1
	124,5

	May
	122,6
	64,3
	120,6

	June 
	126,4
	68,4
	128,9

	July 
	130,4
	72,3
	132,4

	August 
	134,2
	79,8
	136,4


2. Time series components

Time series is a basis of extrapolation. 

Time series is a collection of observations of well-defined data items obtained through repeated measurements over time. Separate data of time series is called data points.
Time series is the sequence of data points describing the change of the events, objects or processes at uniform time intervals. In plain English, a time series is simply a sequence of numbers collected at regular intervals over a period of time. 
For example, measuring the level of unemployment each month of the year would comprise a time series. This is because employment and unemployment are well defined, and consistently measured at equally spaced intervals. Data collected irregularly or only once are not time series.

Time series are divided into spot (point) and interval.
Spot (point) time series illustrate the data points at every instant of time. For example: the remnants of the finished product at the first of each month, the value of fixed assets at the beginning or end of the year and etc.

Interval time series illustrate the data points within time interval, such as production for month, quarter and year. For example: the company’s profit for May is 52 thousand dollars, for first quarter is 208 thousand dollars and for the year is 940 thousand dollars.

The main components of time series are trend, seasonality, economic cycles and random variations.

1. Trend is a general tendency of a series of data points to move in a certain direction over time. Trend covers short-term or long-term changes of time series. It can be growing trend and declining trend. Time series are very frequently plotted via line charts.

For example: Figure 1 illustrates the dynamics of demand at uniform time intervals. Figure 2 illustrates the dynamics of supply at uniform time intervals.

Line on figure 1 is called a trend. This trend represents demand change at uniform time intervals (months). 
Figure 1 illustrates the upward trend in demand.


Figure 1
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Line on figure 2 illustrates supply change at uniform time intervals (months). Figure 2 represents the downward trend in supply. 

Figure 2

[image: image4.emf]56

122

72

84

102

0

20

40

60

80

100

120

140

Junuary February Mart April May

Supply, $


2. Cycles are the series of wavelike (undulating) data fluctuations over several years. Economic cycles involve shifts over time between periods of relatively rapid economic growth and ups, and periods of relative stagnation or decline (downs). Therefore, cyclical variations show upward or downward movements in a time series but the period of cycle is greater than a year. A business has to pass through four cycles – prosperity, recession, depression and recovery.
For example: Figure 3 illustrates the dynamics of national produce for 2000-2014 years.

Figure 3
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3. Seasonality is a periodic variation or periodic data fluctuations in the limits of small time intervals: days, weeks, months or quarters (often the term “seasonality” refers to the onset of winter, spring, summer or autumn). The major factors that are responsible for the repetitive pattern of seasonal variations are weather conditions and customs of people. 

For example, more woollen clothes are sold in winter than in the season of summer. Regardless of the trend we can observe that in each year more ice creams are sold in summer and very little in winter season.

For example: retail sales tend to peak for the Christmas season and then decline after the holidays. So time series of retail sales will typically show increasing sales from September through December and declining sales in January and February. 

4. Random variations or irregular events are the fluctuations and variations caused by unexpected and unusual situations such as introduction of legislation, one-off major cultural or sporting event, strikes, emergencies, civil wars and etc. that cannot be anticipated, detected, identified, or eliminated.

3. Forecasting based on analytical indicators of time series
Time series methods use statistical data as the basis of estimating future outcomes. Time series forecasting is the use of a model to predict future values based on previously observed values. One of time series method is called forecasting based on analytical indicators of time series.
Time series consists of separate data points: у1, у2, у3, у4, ... , уп.
For example: Statistics on income for several months is presented in the table 3. 

Table 3 – Statistics on income 
	Months 
	Income, thousand $

	May
	120

	June 
	134

	July 
	142

	August 
	140

	September 
	158


where у1 – is the first data point; 

уп – is the last data point;

уі – is the any data point; 

п – is the number of periods (months, years).

The main analytical indicators used to analyze the time series data are the following:

1) Absolute chain increase is the difference between each next data point and previous data point (1):
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where уі-1 – is the previous data point.
2) Absolute basis increase is the difference between each next data point and first data point (2):
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3) Average absolute increase is defined by the following formula (3):
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4) Chain growth rate can be calculated by dividing each next data point by previous data point (4):
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5) Basis growth rate can be calculated by dividing each next data point by first data point (5):
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5) Average growth rate is defined by the following formula (6):
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Based on above formulas (3) and (6), the forecast can be defined in the following ways:

1) forecast based on average absolute increase (
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2) forecast based on average growth rate (
[image: image14.wmf]AGR

y

ˆ

 ):                 

     
[image: image15.wmf](

)

р

n

AGR

k

y

y

×

=

ˆ

;                                                                (8)

where p – forecast horizon (p = 1, 2, 3, ...).

For example (table 4): Calculate the following analytical indicators: 

1) the basis and chain absolute increases;

2) the basis and chain growth rates;

3) the average absolute increase; 

4) the average growth rate.
Find the forecast for November, December, and January using forecasting based on analytical indicators of time series. 

Table 4 – Statistical data on demand

	Months 
	Demand (y), thousand $

	March
	520

	April
	432

	May
	320

	June
	450

	July
	550

	August
	506

	September
	487

	October
	465


1) Firstly, calculate the absolute chain and basis increases in demand by the formulas (1) and (2).


Table 5 – Calculation results 

	Months 
	Demand, thousand $
	Absolute chain increase, thousand $
	Absolute basis increase, thousand $

	March
	520
	-
	-

	April
	432
	432-520= – 88
	432-520= – 88

	May
	320
	320-432= – 112
	320-520= – 200

	June
	450
	450-320=  130
	450-520= – 70

	July
	550
	550-450=  100
	550-520= 30

	August
	506
	506-550= – 44
	506-520= – 14

	September
	487
	487-506= – 19
	487-520= – 33

	October
	465
	465-487= – 22
	465-520= – 55


2) Second, calculate the chain and basis growth rates in demand by the formulas (4) and (5).

Table 6 – Calculation results

	Months 
	Demand, thousand dollars
	Chain growth rate, %
	Basis growth rate, 
%

	March
	520
	-
	-

	April
	432
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	May
	320
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	June
	450
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	July
	550
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	August
	506
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	September
	487
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	October
	465
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3) Average absolute increase in demand by the formula (3) equals:
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The conclusion is that the demand decreased by an average by 7,86 thousand dollars.
4) Average growth rate in demand by the formula (6) equals:
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The conclusion is that the demand decreased by an average by 2% (because 0,98*100%-100%).
5) Demand forecast based on average absolute increase by the formula (7):

for November: 
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for December: 
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for January: 
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6) Demand forecast based on average growth rate by the formula (8):
for November: 
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for December: 
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for January: 
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4. Forecasting based on analytical indicators of time series using Microsoft Excel
Microsoft Excel provides a lot of possibilities to forecasting based on analytical indicators of time series. 

Statistical data on demand should be typed in Excel Spreadsheet.

To calculate the absolute chain increase (Figure 4) enter the formula into cell C3 

=B3-B2

and stretch down. To calculate the absolute basis increase enter the formula into cell D3 
=B3-B$2

and stretch down. Dollar ($) sign helps to find the difference between each next data point and first data point.

To calculate the chain growth rate enter the formula into cell E3 

=B3/B2*100

and stretch down.

To calculate the basis growth rate enter the formula into cell F3

=B3/B$2*100

and stretch down.

To calculate the average absolute increases enter the formula into cell D11
=(B9-B2)/7

To find the average growth rate enter the formula into cell D12
=(B9/B2)^(1/7)

To calculate the demand forecast based on average absolute increase enter the formula into cell C15

=B9+B11*B15

to cell C16                                                                  
=B9+B11*B16

to cell C17                                                                  
=B9+B11*B17

To calculate the demand forecast based on average growth rate enter the formula into cell G15

           =B9*B12^F15

to cell G16                                                                  
=B9* B12^F16

to cell G17                                                                  
=B9* B12^F17

Figure 4 
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Topic 3. Forecasting based on average methods

Content
1. Simple average method

2. Moving average method

3. Moving average method using Microsoft Excel 
4. Weighted average method

5. Weighted average method using Microsoft Excel
6. Cumulative average method 

7. Cumulative average method using Microsoft Excel
Time series (quantitative) forecasting methods include the following categories: simple average, moving average, weighted average and cumulative average methods. 
1. Simple average method

Simplest (naive) forecasting method is based on assumption “what happened last time (last year, last month, yesterday) will happen again this time”. According to this method, the forecast value is equal to the actual value observed during the last period. So, the naive forecast for any period simply projects the previous period’s actual value. The naive forecast can be simply the sales from the last period, or for seasonal items, what was sold last year in the same period.

For example, if demand for product was 100 units last week, the naive forecast for the upcoming week is 100 units. If demand in the upcoming week turns out to be 75 units, then the forecast for the following week would be 75 units.

Simple average (SA) is a measure of the mean of a data set. Average refers to the sum of data for certain periods divided by number of these periods. Forecast based on simple average is calculated by adding all available data and then dividing this total by the number of time periods (1): 
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where 
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 is the forecast based on simple average method; 
yi – is the statistical data for n-periods; 

n – is the number of periods (number of years, months, quarters, days). 

For example, statistics on company's profit for 5 years is given in the table 1. Find the company’s profit forecast for August based on simple average method.

Table 1 – Statistics on company’s profit for 5 months 

	
Months  

	Profit (y), thousand $

	May
	120

	June 
	122

	July 
	128

	August 
	136

	September 
	142


Solution: Company’s profit forecast for August based on simple average by the formula (1) equals:
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Conclusion: the profit forecast for August is 126,6 thousand dollars.
Generally, to calculate the simple average we need to take into account all statistical information. However, this approach does not always give a good result, because not all data of time series equally may affect on the future forecast. That’s why this method is not very sensitive to a shift in recent data if it contains a large number of data points. Therefore, on practice we can use other types of average method.

2. Moving average method
Moving average method is used to make forecast when from all statistical information we take into account the last few data points, for example, data for the last three, four, five or six periods. There are different types of moving averages: three-period, four-period, five-period, etc. 

Three-period moving average is defined as a value found by adding numerical data for three periods and then dividing by three. 

Four-period moving average is defined as a value found by adding numerical data for four periods and then dividing by four.

Five-period moving average is defined as a value found by adding numerical data for five periods and then dividing by five. 

Called “moving” because it is continually recomputed as new data becomes available, it progresses by dropping the earliest value and adding the latest value. Therefore, we need to drop the oldest data point and add a new observation in order to calculate the moving average. 

Forecast based on moving average for the next period equals the average meaning of the recent actual data points for the last several periods. 

Forecast based on three-period moving average is calculated by summarizing data for the last three periods and then dividing by three. 

Forecast based on four-period moving average is calculated by summarizing data for the last four periods and then dividing by four.

Forecast based on five-period moving average is calculated by summarizing data for the last five periods and then dividing by five.

For example, statistical data on demand for 10 months are given in the table 2. Find the average meanings of demand (three-period moving average) and forecast based on three-period (four-period, five-period) moving average.  

Solution: Calculations of the average meanings of demand are illustrated in the table 2.

Table 2 – Calculation results 

	Months 
	Period 
	Demand (y), $
	Moving Average (3-period)

	March
	1
	125   (y1)
	-

	April
	2
	136    (y2)
	(125+136+129)/3=130

	May
	3
	129   (y3)
	(136+129+123)/3=129,3

	June
	4
	123    (y4)
	(129+123+126)/3=126

	July
	5
	126    (y5)
	(123+126+133)/3=127,3

	August
	6
	133    (y6)
	(126+133+139)/3=132,7

	September
	7
	139    (y7)
	(133+139+145)/3=139

	October
	8
	145    (y8)
	(139+145+162)/3=148,7

	November
	9
	162    (y9)
	(145+162+148)/3=151,7

	December
	10
	148    (y10)
	-


Solution: To find the demand forecast for January using three-period moving average (
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where 
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Demand forecast for January based on three-period moving average equals:
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To calculate the demand forecast for January using four-period (or five-period) moving average we need to add available data for the last four (or five) periods and then divide by four (or by five): 
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where 
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 demand for September.


[image: image51.wmf]5

10

9

8

7

6

y

y

y

y

y

y

MA

+

+

+

+

=

Ù

,                                                 (4)

where 
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 demand for August.

Demand forecast for January based on four-period moving average equals: 
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Demand forecast for January based on five-period moving average equals:  
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Conclusion is that the more accurate demand forecast is the forecast which has been calculated by using five-period moving average, i.e. 145,4 $, because it took into account more recent data.

 3. Moving average method using Microsoft Excel 
Microsoft Excel provides a lot of possibilities to forecasting based on moving average method. Statistical data for 10 months should be typed in Excel spreadsheet.
On the Tools menu, click “Data” / “Data Analysis” / Moving Average (Figure 1).
Figure 1
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The Moving Average dialog box opens. You need to fill three fields: Input Range, Interval and Output Range (Figure 2).  

To fill “Input Range” box click here and enter the reference for available statistical data in the table. 

In the “Interval” box enter the numerical value of period that you want to include in the moving average, e.g. “3” for three-period moving average. 

In the “Output range” box enter the cell address where you want the results to start. As additional feature you can display the chart. Tick next to “Chart Output” (Figure 2). Click OK.

Figure 2
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Calculation results look like (Figure 3)

Figure 3
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Conclusion: the demand forecast for January based on three-period moving average equals 151,7 $.
4. Weighted average method

Weighted average is the mean of a set of numbers in which some elements of the set carry more importance (weight) than others. The weighted average multiplies each data point by an arbitrary “weight” and divides by the sum of the weights. Selection of weights is largely arbitrary but generally based on expert experience. Experts are the top managers or middle managers.
Forecast based on weighted average method is defined as a value found by multiplying each data point by weight factor and then this total dividing by the sum of weights (5): 
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where 
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 is the forecast based on weighted average; 
yi – is the statistical data for n-periods;  bі  – is the weight factor for i-data. 
For example, statistical data on demand for 8 months is given in the table 3. Find the demand forecast for November.
Table 3 – Statistics on demand for 8 months

	Months
	Demand ( yi), $    
	Weight factor,   ( bі )

	March
	227
	0,2

	April
	198
	0,1

	May
	185
	0,25

	June
	242
	0,15

	July
	265
	0,3

	August
	284
	0,2

	September
	335
	0,25

	October
	386
	0,35


Solution: the demand forecast for November by the formula (5) equals:
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Conclusion: the demand forecast for November based on weighted average is 279,38 $. 

5. Weighted average method using Microsoft Excel
Microsoft Excel provides a lot of possibilities to forecasting based on weighted average method. Statistical data for 8 months should be typed in Excel spreadsheet.
Firstly, multiply each data point by weight (yi*bі). Click cell D2 and type the formula:

=B2*C2

and stretch down.

Second, find the sum of weight factors. Click cell C10. On the Tools menu, click “Formulas” / “Insert Functions”, select a category “Math & Trig” and select a function “SUM” (Figure 4) and OK.

The Function Arguments dialog box opens. To fill “Function Arguments” highlight the weight factors next to Number 1 (Figure 5). Click OK.


Figure 4
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Figure 5
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Next, find the sum of “yi*bі”. Click cell D10. On the Tools menu, click “Formulas” / “Insert Functions”, select a category “Most Recently Used” and select a function “SUM”. Click OK. To fill “Function Arguments” enter the reference for the numerical values of “yi*bі” next to Number 1 (Figure 6). And OK.

Figure 6
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To calculate the demand forecast based on weighted average (Figure 7) click cell C12 and type the formula

=D10/C10


Figure 7
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6. Cumulative average method 

Cumulative average method is used to make forecast by taking into account data for the last reporting period and forecasted absolute increase.
Forecast based on cumulative average is calculated by summarizing the last data point and the forecasted absolute increase (6):
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where 
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 – is the forecast based on cumulative average; 
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 is the forecasted absolute increase.

Forecasted absolute increase is defined by multiplying the absolute increase for each time period by the corresponding cumulative coefficient. And then the results are summed by the formula (9):
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where n – is the number of periods;
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 the cumulative coefficient for each period.
Cumulative coefficient is calculated by the formula (10):
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where 
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п - is the number of periods;
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 is the some coefficient that depends on number of periods (n). It can be calculated by using data in the table 4. If the number of periods is 3, then ε=0,5; ….; if the number of periods is 8, then ε=0,222.
Table 4 – Number of periods

	n
	3
	4
	5
	6
	7
	8

	ε
	0,500
	0,400
	0,333
	0,286
	0,250
	0,222


For example: Statistical data on company’s profit for 5 months is given in the table 5. Find the company’s profit forecast for August based on cumulative average.

Table 5 – Statistics on company’s profit for 5 months
	Months
	Company’s profit, (yi) thousand $

	March
	85 

	April
	89

	May
	91

	June
	95

	July
	97


Solution: Using above table 4, if n=5, ε=0,333. The cumulative coefficient (
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) for each month by the formula (10) equals:
for March: 
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Next, we need to calculate the absolute chain increases of company’s profit (table 6).

Table 6 – Calculation results

	Months
	t
	Company’s profit, 

thousand $
	Cumulative coefficient
	Chain absolute increase, 

thousand $

	March
	1
	85
	0,067
	-

	April
	2
	89
	0,133
	89-85=4

	May
	3
	91
	0,200
	91-89=2

	June
	4
	95
	0,266
	95-91=4

	July
	5
	97
	0,333
	97-95=2


Forecasted absolute increase by the formula (9) equals:
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Forecast of company’s profit for August based on cumulative average by the formula (6) equals:
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Conclusion: the profit forecast for August is 99,664 thousand $.


7. Cumulative average method using Microsoft Excel
Microsoft Excel provides a lot of possibilities to forecasting based on cumulative average method. Statistical data on company’s profit for 5 months should be typed in Excel Spreadsheets.
To compute the chain absolute increase click cell C3 and type the formula (Figure 8)  

=B3-B2

and stretch down.

To compute the cumulative coefficient k click cell E2 and type the formula 

=(D2*B9)/B8

Click cell E3 and type the formula

=(D3*B9)/B8

Click cell E4 and type the formula

=(D4*B9)/B8

Click cell E5 and type the formula

=(D5*B9)/B8

To compute the forecasted absolute increase click cell C11. On the Tools menu click “Formulas” / “Insert Functions”, select category “Math & Trig” and after this select function “SUMPRODUCT” and OK. To fill Function Arguments highlight the numerical values of chain absolute increases next to Array 1 and highlight the numerical values of cumulative coefficients next to Array 2. Click OK (Figure 9).


Figure 8
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Figure 9
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To compute the company’s profit forecast for August click cell C12 and type the formula (Figure 10)

=B6+C11

Figure 10

[image: image88.png]Wome nsent page Layout
i Define Name ~ FiaTrace Precedents 1] show Formulas -
308808060 oo | Emasmons Saoans- | 53 .
r.'.'.‘.ii!.‘,.. B o T S orame cTog - Funtuons-~ | Moager BB Crete fom Seecon | . Remove Arows - @) Ealuste Formula | wisow | Gptons Lo C1eateSheet
Fundion Ubiary Defined Names Fomuia Auditing Catciaton
c12 e fe| =Bsrc11 ¥
» B T ¢ o : . : Clwmnlo] vl

Montis Company’s profit, Chain absolute . Cumulative
1 thousand § increase, thousand § coefficient k
2 March 85 1 0,067
3 April 89 4 2 0,133
4 May 91 2 3 0,200
5 June 95 4 4 0,266
6 July 97 2 5 0,333
7
8 n 5
9 B 0333
10
11 Forecasted absolute increase 2,664

Company’s profit forecast for August 99,664

5= |8 8]

16
17

LI

Sheet1

Sheet2 | Sheet3 ¥






Topic 4. Trend Forecasting  
Content

1. Trend forecasting
2. Trend forecasting using Microsoft Excel

1. Trend forecasting

Trend forecasting is quantitative forecasting, meaning its forecasting is based on tangible, concrete numbers from the past. Trend forecasting is technique of time series forecasting which uses statistical methods (mathematical formulas) in order to predict future patterns of time series data.

Thus, trend forecasting is used to project past data into the future. It attempts to predict future data by relying on historical (past) data. This forecasting method is used to extend known data points to regions beyond the time frame of known data points, almost always in an attempt to predict future values with some degree of probability.

Trend forecasting is a complicated but useful way to look at past sales or market growth, determine possible trends from that data and use the information to extrapolate what could happen in the future. Marketing experts typically utilize trend forecasting to help determine potential future sales growth.

Trend forecasting uses time series data, which is data where the numerical value is known over different points in time. Typically, this numerical data is plotted on a graph (chart), with the horizontal x-axis being used to plot time, such as the year, and the y-data being used to plot the information you are trying to predict, such as sales amounts or number of people.

Trends are often shown graphically (as line graphs) with the level of a dependent variable on the y-axis and the time period on the x-axis (Figure 1). Linear chart illustrates the trend (dependent variable (income) on the y-axis and the time period (months) on the x-axis). 
Figure 1
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If a time series data exhibits a linear trend, the trend forecasting may be used to determine a trend line (projection) for future forecasts.  The linear trend is any long-term increase or decrease in a time series in which the rate of change is relatively constant. 
The term “trend” implies a change over time. One type of forecasting is quantitative, and involves analyzing time-series data, and then predicting what the future might be.

To find forecast using trend forecasting, at first we need to transform the time periods (months, quarters, years) into time units. For example, the first time period you can write down as 1, the next time period you can write down as 2, etc. until the last reporting period n. So, you can calculate the forecast for the next periods: t = n +1; t = n +2, etc.

For example, having statistics on company profit for 5 months (table 1) you can find the profit forecast for the next period t = n +1=5+1=6 (for August, because August is the sixth period).
Table 1 – Statistics on company profit
	Months
	t
	Profit, thousand $

	May
	1
	120

	June 
	2
	122

	July 
	3
	128

	August 
	4
	136

	September 
	5
	142


To make forecast based on trend forecasting we have to follow three steps:

1-st step: Select the equation.

2-d step: Calculate the forecast based on trend equation.
3-d step: Estimate the forecast.

Trend equation can be described by a wide range of dependencies. There are most common types of equations: linear, quadratic, exponential, etc. Trend equation is used to determine the trend in the variable y, which can be used to forecasting.
Linear equation describes the process when the economic data increase or decrease by more or less constant value. The independent variable is the time period (t) and the dependent variable (y) is the actual observed value in the time series.

Linear equation looks like (1): 
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where 
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 is the forecast based on trend forecasting (y – is the dependent variable);
a and b – are the designate coefficients;

t – is the independent variable – time (years, quarters, months). 

Coefficient b is calculated by the formula (2):
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where n – is the number of periods;
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 – is the average value of variable t (time is independent variable);
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 – is the average value of variable у (dependent variable).

Average value of variable “t” is calculated by the formula (3):
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where n - is the number of periods;            
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Average value of variable “у” is calculated by the formula (4):
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where n - is the number of periods;          
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- is the sum of statistical data for n periods. 
Coefficient a is calculated by the formula (5):
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On the basis of “a” and “b” you can write down the linear equation and calculate forecast for the next period. Forecast by using trend forecasting method will be calculated when the independent variable t is replaced by: t = n +1; t = n +2 in the trend equation. 

For example: statistical data on demand for products for 10 months are given in the table 2. Calculate the demand forecast for January and February using trend forecasting.

Table 2 – Statistics on demand for products
	Months
	t
	Demand for products, $    (y)

	March
	1
	125

	April
	2
	136

	May
	3
	129

	June
	4
	123

	July
	5
	126

	August
	6
	133

	September
	7
	139

	October
	8
	145

	November
	9
	162

	December
	10
	148


Solution: Firstly, write down the linear trend 
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 and calculate the coefficients “b” and “a” by the formulas (2, 5). To do this, find: “t2”,  “t*y” in the table 3. 

Table 3 – Calculation results
	Months
	t
	Demand for products, $    (y)
	t*y
	t2

	March
	1
	125
	1*125=125
	12=1

	April
	2
	136
	2*136=272
	22=4

	May
	3
	129
	3*129=387
	32=9

	June
	4
	123
	4*123=492
	42=16

	July
	5
	126
	5*126=630
	52=25

	August
	6
	133
	6*133=798
	62=36

	September
	7
	139
	7*139=973
	72=49

	October
	8
	145
	8*145=1160
	82=64

	November
	9
	162
	9*162=1458
	92=81

	December
	10
	148
	10*148=1480
	102=100

	∑
	55
	1366
	7775
	385


Last row in the table 3 shows the calculation results of sums:  “t”, “ y”, “ t2”, “ y*t”.  
Average value of time (independent variable t) by the formula (3):   
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Average demand for products (dependent variable y) by the formula (4):   
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Coefficient b by the formula (2) equals:  
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Coefficient a by the formula (5) equals:       
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Linear equation looks like:           
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Forecast of demand for products by using trend forecasting for January will be calculated, when the independent variable t is replaced by 11 (t=n+1=10+1=11) in the linear equation (
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Conclusion: Demand for products forecast for January equals $ 154,025.

Demand forecast by using trend forecasting for February equals:
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Conclusion: the demand forecast for February equals $ 157,2.

2. Trend forecasting using Microsoft Excel 

Calculation of the coefficients in trend equation is laborious even for the simplest functions. Microsoft Excel provides a lot of possibilities to trend forecasting. Statistical data on demand for products for 10 months should be typed in Excel Spreadsheet. Highlight the cells with digital statistical data and choose “Insert” → “Line” → “Line with Markers” (Figure 2). 
Figure 2
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Chart illustrates trend over time (months) and looks like Figure 3. 


Figure 3
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Click the chart and choose “Chart Layouts” → “Layout 1” (Figure 4).

Figure 4
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Type “Chart Title” and “Axis Title” (Figure 5).

Figure 5
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Right click any point on the chart and select “Add Trend line” (Figure 6). 

Figure 6
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To fill “Format Trendline” you may choose “Trend Type” → “Linear” and “Display Equation on chart” and “Display R-squared value on chart” (R-squared value is the coefficient of determination) (Figure 7). 

Figure 7
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Linear equation on the chart looks like (Figure 8)

Figure 8
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To compute the demand forecast for January by using trend forecasting (linear equation) click cell C12 and type the formula (Figure 9) 

=3,175*B12+119,1

To compute the demand forecast for February by using trend forecasting (linear equation) click cell C13 and type the formula (Figure 9) 

=3,175*B13+119,1


Figure 9
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Topic 5. trend Forecast estimation

Content 

1. Trend forecast estimation

2. Trend forecast estimation using Microsoft Excel

1. Forecast estimation

The coefficient of determination and correlation coefficient are used as a guideline to measure the forecast accuracy based on trend forecasting (linear equation).

Coefficient of determination (R2) – is a measure used in trend analysis to assess how well a linear equation explains and predicts future outcomes. The coefficient, also commonly known as “R-square”, is used as a guideline to measure the accuracy of the forecast. It is expressed as a value between 0 and 1. A value of one indicates a perfect fit, and therefore, a very reliable linear equation for future forecasts. A value of zero, on the other hand, would indicate that the linear equation fails to accurately forecast the dataset.

The following points are accepted guidelines for interpreting the coefficient of determination:

1) values between 0 and 0,3 indicate a weak positive linear relationship;

2) values between 0,3 and 0,7 indicate a moderate positive linear relationship;

3) values between 0,7 and 1 indicate a strong positive linear relationship.

The correlation coefficient, denoted by “r”, is a measure of the strength of the straight-line or linear relationship between two variables.

Correlation coefficient is the square root of the coefficient of determination.
The correlation coefficient takes on values ranging between +1 and -1. The following points are accepted guidelines for interpreting the correlation coefficient:
1) 0 indicates no linear relationship;

2) +1 indicates a perfect positive linear relationship: as one variable increases in its values, the other variable also increases in its values; 

3) -1 indicates a perfect negative linear relationship: as one variable increases in its values, the other variable decreases in its values; 

4) values between 0 and 0,3 (0 and -0,3) indicate a weak positive (negative) linear relationship;

5) values between 0,3 and 0,7 (-0,3 and -0,7) indicate a moderate positive (negative) linear relationship;

6) values between 0,7 and 1 (-0,7 and -1) indicate a strong positive (negative) linear relationship.

Also, to measure the forecast accuracy based on linear equation you can use the following indicators:

- Absolute forecast error (AFE) is the difference between actual statistical data (уt) and forecast values (
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- Mean forecast error (MFE) is a quantity used to measure how close forecasts are to the eventual outcomes.  The sum of absolute forecast errors divided by number of periods (n):
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Low value of forecast error means the forecast is more accurate. Ideal value = 0; MFE > 0, model tends to over-forecast; MFE < 0, model tends to under-forecast.
- Mean squared forecast error (MSFE) is a quadratic deviation of actual statistical data from forecast values divided by number of periods (n):
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- Root mean squared forecast error (RMSE) is the square root of the mean square forecast error:
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- Mean percentage error is defined by the formula:
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                                                      (5)

Mean percentage error indicates when the forecast is systematically overvalued or undervalued. When having a perfect fit, MPE is zero (forecast is accurate). If MPE shows high positive percent, the forecast is systematically overestimated; if MPE shows low negative percent, the forecast is systematically underestimated. 

For example: statistical data on demand for products for 10 months are given in the table 1. Calculate the absolute forecast error, mean forecast error, mean squared forecast error, root mean squared forecast error, mean percentage error, correlation coefficient and coefficient of determination.
Solution: Forecast values by linear equation
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 and absolute forecast errors are calculated in the table 1 by the formula (1).
Table 1 – Calculation results
	Months
	t
	Demand (yt)
	Forecast (calculated) values 
by linear equation 
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	Absolute forecast error

	March
	1
	125
	119,1+3,175*1=122,28
	125-122,28 = 2,73

	April
	2
	136
	119,1+3,175*2=125,45
	136-125,45 = 10,55

	May
	3
	129
	119,1+3,175*3=128,63
	129-128,63 = 0,38

	June
	4
	123
	119,1+3,175*4=131,80
	123-131,80 = - 8,8

	July
	5
	126
	119,1+3,175*5=134,98
	126-134,98 = -8,97

	August
	6
	133
	119,1+3,175*6=138,15
	133-138,15 = -5,15

	September
	7
	139
	119,1+3,175*7=141,33
	139-141,33 = -2,32

	October
	8
	145
	119,1+3,175*8=144,50
	145-144,50 = 0,5

	November
	9
	162
	119,1+3,175*9=147,68
	162-147,71 = 14,33

	December
	10
	148
	119,1+3,175*10=150,85
	148-150,85 = -2,85


Mean forecast error by the formula (2):
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Conclusion: the forecast based on linear equation is accurate, because mean forecast error is close to 0.

Mean squared forecast error by the formula (3):
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Conclusion: the quadratic deviation of actual demand from forecast values equals $ 52,24.
Root mean squared forecast error by the formula (4):

[image: image127.wmf]23

,

7

24

,

52

»

=

RMSF

Е

.
Mean percentage error by the formula (5):
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Conclusion: the demand forecast based on linear equation tends to insignificant underestimation, because the mean percentage error is less than 0. 
Correlation coefficient (r) is a square root of the coefficient of determination (R2). R2=0,614 (Figure 1) may be interpreted as follows: approximately 61,4% (0,614*100%) of the variation in the dependent variable (demand) can be explained by the independent variable (time).

The correlation coefficient equals:
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Conclusion: r=0,78 may be interpreted as follows: approximately 78% (0,78*100%) of the variation in the dependent variable (demand) can be explained by the linear equation (
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2. Forecast estimation using Microsoft Excel

To compute the forecast values click cell D2 and type the formula 

=3,175*B2+119,1

and stretch down (Figure 1).

Figure 1
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To compute the absolute forecast error click cell E2 and type the formula 

=C2-D2

and stretch down (Figure 2).


Figure 2
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To compute the mean forecast error click cell B15 and type the formula (Figure 3)
=AVERAGE(E2:E11)

Figure 3
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To compute the mean squared forecast error click cell C16 and choose “Formulas” / “Insert Functions”, select category “Math & Trig” and select function “SUMSQ”. (This function “SUMSQ” returns the sum of the squares of the arguments (numbers)). To fill Number 1 highlight the absolute forecast errors (E2:E11) and divide by 10. OK (Figure 4).

The formula has entered into cell B16 looks like:

=SUMSQ(E2:E11)/10

Figure 4
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To compute the root mean squared forecast error click cell C17 and choose “Insert Functions”, select category “Math & Trig” and select function “SQRT”. (This function “SQRT” returns the square root of a numbers). To fill Number highlights the mean squared forecast error (B16). OK (Figure 5).

The formula has entered into cell B17 looks like:

=SQRT(B16)

Figure 5
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Computation of the mean percentage error includes the following steps (Figure 6):

1) find the numerator in the formula (5) “
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”. Click cell F2 and type the formula:

=E2/C2

and stretch down.

2) find the sum “
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”. Click cell F12 and type the formula:

=SUM(F2:F11)

3) compute the mean percentage error. Click cell B18 and type the formula: 

=(F12/10)*100

Figure 6
[image: image138.png]N ERECE-)N Bookl (Recovered).xisx - Microsoft Excel

Bl o o

% cut — Fem % | Autosum -
Dt T B 8 o o E i dr @
F Fomatpanter EEE Fomating 2 Tape - Sy~ ‘"‘-"‘ o "’"""Hama-v Fiter- El'.‘:’n‘"-‘
Cipboara 5 Font Aiignment 5 stytes celis Egiting
B18 A ¥
A D E F G H 1 ] K L M N o 4
Forecast values -
Months. y=3.175%+ A'M"::'m @'v ) Demand for Products Chart
1 119.1 bl
2 March 1 125 122,28 273 180
3 [April 2 136 125,45 1055 » 160
4 |May 3 129 128,63 038 £ 10
5 June 1 123 131,80 8,80 3 m ERLCISITR]
6 [July 5 126 134,98 897 2 w0 - -
7 [August 3 133 138,15 515 5w =0,614
5 September 7 139 141,33 232 T e
5 October 8 145 144,50 0,50 £ .
10 November B 162 147,68 14,33 3
11 December 10 148 150,85 285 0,019
Demand for products forecast | 154,025 ° 12 3 a4 s s 7 8 9 10 1
12 for January sl o0
1
14|
15 Mean forecast error 00375
16 Mean squared forecast error 52,24
Root mean squared forecast
17 error o =
Mean percentage e

Sheet1 Shest2 “Sheets _“Sheett _“Sheets /Sheets /Sheet7 /3 AT L

Ocranocs 3 4.06 mue. (65%)

= 0 e






Topic 6. Forecasting with seasonality

Content

1. Forecasting with seasonality: theoretical and practical aspects  

2. Forecasting with seasonality using Microsoft Excel

1. Forecasting with seasonality: theoretical and practical aspects  
Seasonality is any cyclical or periodic fluctuation in a time-series that repeats itself at the same phase of the cycle or period. Seasonal variation is a component of a time series which is defined as the repetitive and predictable movement around the trend line in one year or less. Seasonal variation is detected by measuring the quantity of interest for small time intervals, such as days, weeks, months or quarters. The major factors that are responsible for the repetitive pattern of seasonal variations are weather conditions and customs of people. For example: toy sales at Christmas, ice cream sales in the summer.
Economic activities of separate industries and companies face with periodic fluctuations caused by seasonal nature of production and consumption of goods and services. Seasonal variations are more or less stable annual fluctuations in a time series caused by specific conditions of production and consumption. For example: seasonal demand has a pattern that repeats. Demand for clothing has a seasonal pattern that repeats every 12 months. Some companies may analyze annual seasonal patterns quarterly, monthly or weekly. Demand with an annual seasonal pattern has a cycle that is 12 periods long, if the periods are months, or 4 periods long if the periods are quarters.
Seasonal variation is measured in terms of an index, called a seasonal index. Seasonal index is an average that can be used to compare an actual observation relative to what it would be if there was no seasonal variation. The seasonal index and then the forecast with seasonality can be defined in two ways.
The first way includes 3 steps: 

1) Calculate the average annual data.

Average annual data is defined as a value found by adding available numerical data and then dividing this total by the number of time periods. The average annual data is given by the formula (1): 
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where 
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 is the average annual data; 
yi – is the statistical data for n-periods;        

 n – is the number of periods (number of months, quarters, days). 
2) Calculate the seasonal index for each period of the year.

Seasonal index is the ratio of data for each period (day, week, month or quarter) to average annual data. Seasonal index measures how much the actual data for a particular period tends to be above (or below) the average value.
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where 
[image: image142.wmf]-

si

І

 is the seasonal index;
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 is the statistical data for each period (day, week, month, quarter);      
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3) Find the forecast for each period of next year.

Forecasting with seasonality is a useful tool used to determine sales and demand for various commodities or goods, services in a given marketplace over the course of a typical year (or a shorter time period).

To find the forecast with seasonality you need to use the seasonal index and annual forecast for the next period. Forecast with seasonality (
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where 
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 is the annual forecast for the next year calculated by using trend forecasting; 
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 is the seasonal index;              

n - is the number of periods.

Example 1: a company must develop forecasts for the next year. It has collected statistical data on ice cream sales for 12 months (table 1). Calculate the seasonal index for each month for the next year and forecast of ice cream sales for each month for the next year, if the company has annual forecast of ice cream for next year 1092 thousand dollars.


Table 1 – Statistics on ice cream sales 
	Month 
	Ice cream sales, thousand dollars

	March
	70

	April
	85

	May
	96

	June
	125

	July
	135

	August
	140

	September
	137

	October
	110

	November
	93

	December
	42

	January 
	40

	February 
	38


Solution: Firstly, calculate the average annual ice cream sales by the formula (1):
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 thousand dollars.
The seasonal index for each month is calculated in the table 2 by the formula (2).

Table 2 – Calculation results
	Month 
	Ice cream sales, thousand dollars
	Seasonal index

	March
	70
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	April
	85
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	May
	96
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	June
	125
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	July
	135
	
[image: image154.wmf]458

,

1

6

,

92

135

5

»

=

s

І



	August
	140
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	September
	137
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	October
	110
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	November
	93
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	December
	42
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	January 
	40
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	February 
	38
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Conclusion: the seasonal index of 0,756 for March means that the ice cream sales is 24,4% (because 0,756*100%-100%) lower than the average ice cream sales; …; the seasonal index of 1,458 for July means the ice cream sales is 45,8% (because 1,458*100%-100%) higher than the average ice cream sales; …; the seasonal index of 1,188 for October means the ice cream sales is 18,8% (because 1,188*100%-100%) higher than the average ice cream sales; …; the seasonal index of 0,41 (because 0,41*100%-100%) for February means the ice cream sales is 59% lower than the average ice cream sales.

The forecast of ice cream sales with seasonality for each month for the next year is calculated by the formula (3) in the table 3. 

Table 3 – Calculation results
	Month 
	Ice cream sales, thousand dollars
	Seasonal index
	Forecast for each month, thousand $

	March
	70
	0,756
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	April
	85
	0,918
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	May
	96
	1,037
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	June
	125
	1,35
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	July
	135
	1,458
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	August
	140
	1,512
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	September
	137
	1,48
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	October
	110
	1,188
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	November
	93
	1,005
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	December
	42
	0,453
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	January 
	40
	0,432
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	February 
	38
	0,41
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Conclusion: the ice cream forecast for March with seasonality is 68,8 thousand dollars; … ; the ice cream forecast for July with seasonality is 132,6 thousand dollars; … ; the ice cream forecast for October with seasonality is 108,1 thousand dollars; … ; the ice cream forecast for February with seasonality is 37,3 thousand dollars.
The second way which can be used to determine the seasonal index and then the forecast with seasonality includes 4 steps:

1) Calculate the average of each season of the year. 

Average of each season of the year is defined as a value found by adding numerical data for each quarter (or month) for several years and then dividing this total by the number of time periods. The average of each season of the year is given by the formula (4):
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where 
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 is the average of each season of the year; 
yi – is the quarterly (or monthly) statistical data for several years;        

 n – is the number of periods (number of quarters, months). 

2) Calculate the overall average annual data. 

Overall average annual data is defined as a value found by adding available numerical data for all seasons and then dividing by the number of periods. The overall average annual data is given by the formula (5):
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where 
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 is the overall average annual data; 
ys.i – is the statistical data for all seasons;               n – is the number of periods. 
3) Calculate the seasonal index for each season of the year.

The seasonal index measures how much the sales or demand for that particular period tends to be above (or below) the overall average sales or demand. So to get an accurate estimate of this, we have to get some kind of average for the sales or demand in the first period of the cycle, and the second period, etc., and then compare these average sales or demands per period to some kind of overall average sales or demand. This might be the average sales or demand for the past cycle, or over multiple cycles. Suppose we are concerned about how sales or demand goes up or down by quarter. The way we will look at it, we will ask how much the first quarter’s sales (or demand) are higher or lower than the average, and ask the same about the other quarters. To do that, we will calculate something called a seasonal index. An index of 1 means the sales or demand for that period is exactly the same as the average. An index of 1,10 means the sales or demand is 10% (because 1,1*100%-100%) higher than the average, and an index of 0,85 means this period’s sales or demand is 15% (because 0,85*100%-100%) lower than the average.

Having statistical data for each quarter (or month) for several years, the seasonal index is the ratio of average quarterly data (average monthly data or average weekly data) to overall average annual data.


[image: image178.wmf]о

i

si

y

y

І

_

=

,                                                              (6)
where 
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 is the average of each season of the year, i.e. the average quarterly data (or average monthly data);                              
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is the overall average annual data.

4) Find the forecast for each season of next year.

Forecast with seasonality (
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) is calculated by the formula (7):
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where 
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 is the annual forecast for the next year calculated by using trend forecasting; 
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 is the seasonal index;                             n – is the number of periods.

Example 2: a company must develop forecasts for the next year’s quarterly retail sales. It has collected quarterly retail sales for the past three years (table 4). It has also forecast total retail sales for next year to be 382 thousand dollars. What is the retail sales forecast for each quarter of the next year?

Table 4 – Statistics on retail sales 
	Quarters
	Retail sales (yi), thousand $

	
	Year before previous year
	Previous year
	Reporting year

	І
	84
	87
	89

	ІІ
	90
	94
	97

	ІІІ
	96
	85
	108

	ІV
	102
	98
	114


Solution: Firstly, calculate the average quarterly retail sales by the formula (4) in the table 5.  

The average quarterly retail sales is defined by adding retail sales data for each quarter for 3 years and then dividing this total by the number of time periods.
Table 5 – Calculation results
	Quarters
	Average quarterly retail sales, thousand $

	
	

	І
	
[image: image186.wmf]7

,

86

3

89

87

84

»

+

+

=

І

y



	ІІ
	
[image: image187.wmf]7

,

93

3

97

94

90

»

+

+

=

ІІ

y



	ІІІ
	
[image: image188.wmf]3

,

96

3

108

85

96

»

+

+

=

ІІІ

y



	ІV
	
[image: image189.wmf]7

,

104

3

114

98

102

V

»

+

+

=

І

y




Second, find the overall average annual retail sales by the formula (5):
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thousand dollars.
The seasonal index for each quarter is calculated in the table 6 by the formula (6).

Table 6 – Calculation results

	Quarters
	Average quarterly retail sales, thousand $
	Seasonal index

	
	
	

	І
	86,7
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Conclusion: the seasonal index of 0,909 for I quarter means the average quarterly retail sales is 9,1% (because 0,909*100%-100%) lower than the average annual retail sales; the seasonal index of 0,983 for II quarter means the average quarterly retail sales is 1,7% (0,983*100%-100%) lower than the average annual retail sales; the seasonal index of 1,01 for III quarter means the average quarterly retail sales is 1% (because 1,01*100%-100%) higher than the average annual retail sales; the seasonal index of 1,098 for IV quarter means the average quarterly retail sales is 9,8% (1,098*100%-100%) higher than the average annual retail sales.
The forecast of retail sales for each quarter with seasonality is calculated by the formula (7) in the table 7. 
Table 7 – Calculation results

	Quarters
	Seasonal index
	Forecast for each quarter, thousand $

	І
	0,909
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Conclusion: the retail sales forecast for I quarter for the next year with seasonality is 86,8 thousand dollars; the retail sales forecast for II quarter for the next year with seasonality is  93,8 thousand dollars; the retail sales forecast for III quarter for the next year with seasonality is 96,5 thousand dollars; the retail sales forecast for IV quarter for the next year with seasonality is 104,8 thousand dollars.
2. Forecasting with seasonality using Microsoft Excel

Example 1 using Microsoft Excel: statistical data on ice cream sales (table 1) for months should be typed in Excel Spreadsheet. To compute the average annual ice cream sales click cell B15 and type the formula 
=AVERAGE(B2:B13)


Figure 1
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To compute the seasonal index for each month click cell C2 and type the formula 

=B2/B$15

and stretch down. Dollar ($) sign helps to find the ratio of ice cream sales for each month to average annual ice cream sales.

Figure 2
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To compute the ice cream sales forecast for each month click cell D2 and type the formula 

=(B$16/12)*C2 
and stretch down.

Figure 3
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Example 2 using Microsoft Excel: statistical data on retail sales (table 4) for quarters should be typed in Excel Spreadsheet.

To compute the average quarterly retail sales click cell E3 and type the formula 

=AVERAGE(B3:D3)

OK and stretch down.


Figure 4
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To compute the overall average annual retail sales click cell B8 and type the formula 

=AVERAGE(B3:D6) 

Figure 5

[image: image203.png](O 9 CZ)cmm v wbe | T Boolseasonaltyais: - Microsoft el R R — . =B %)

\"5\ Wome | Inset  Pagelajout Fomuas  Data  Review  View @- - x
¥ cut — ) =) = = || = Autosum -
(s 4 (ST R £ (2 B )| Zee=mir @
paste 2 Merge & Center - ||[E3~ % o Conditional Format Cell || Insert Delete Format Sort& Find &
2 romot e | (212 0B Hfweroe s ceme - | (Bl B0 ot Tome PEESE
Cigboard == Aignment B sty cels cating
AVERAGE ~ (o % v || -AvERAGE(B3:D6)
A [T T R o 3 3 s H 1
Retai sales (). thousand §
i " — T —
Quarters Year before | Previous Functon Arguments T S . - e
2 previous year | year __|Reporting year| | arace
3 1 ; | Number1 (5306 = (8418793;50134097;36\85\108;102\,..
a I ! ; Norber2 - umber
s m j i
] v ! Hl |
7 |
Overall average annual retail | =AVERAGE( = 9533333333
the average (arthmeti mean)of s aruments, wichcanbe rbers o names, arays, o eferences tha
sales, thousand § B3D6) e 2 t
Annual forecast of retail sales, o Wombert: rumbert;numbes;...ar 180 255 mumerc arquments forwhih you want the ||
s thousand § e
10]
n Fomiaresut = 95,3
1| .
13
14|
15|
£
17|
18|
13|

W4 b W[ Sheeti | Sheet2 , Sheets "€ -

14092016




To compute the seasonal index for each quarter click cell F3 and type the formula 

=E3/B$8

and stretch down. Dollar ($) sign helps to find the ratio of average quarterly retail sales to overall average annual retail sales.  

Figure 6
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To compute the retail sales forecast for each quarter click cell G3 and type the formula 

=(B$9/4)*F3

and stretch down.


Figure 7
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TOPIC 7. Simple exponential smoothing method
Content

1. Exponential smoothing method

2. Exponential smoothing using Microsoft Excel

1. Exponential smoothing method 

Exponential smoothing is popular technique for short-run forecasting by business forecasters. This method is commonly applied to financial market and economic data, but it can be used with any discrete set of repeated measurements. 

Financial market is a market for the exchange of capital and credit, including the money markets and the capital markets. It can be divided into different types:
1. Capital market is a market for securities (debt or equity), where business enterprises, companies and governments can raise long-term funds. It includes the stock market (equity securities) and the bond market (debt). 

Stock market or equity market is a part of the capital market for the trading of company stocks (shares) at an agreed price. Items that can be forecasted are the common stock price and preferred stock price.

Bond market is a financial market where participants buy and sell debt securities, usually in the form of bonds. Bond price is an item that can be predicted. 

2. Foreign exchange market (or currency market) is a component of the financial market for the trading of currencies. The foreign exchange market determines the relative values of different currencies. The foreign exchange market can assist trade and investment, by allowing businesses to convert one currency to another currency. The foreign exchange market is the largest and most liquid financial market in the world. Infrastructure of currency market includes large banks, central banks, institutional investors and retail investors, corporations, governments, and other financial institutions. Items that can be forecasted are the exchange rate and investments. 

3. Insurance market is a financial market that facilitates the redistribution of various risks. Insurance is a form of risk management primarily used to hedge against the risks, uncertain losses. Insurance is defined as the equitable transfer of the risk of a loss, from one entity to another, in exchange for payment. An insurer is a company selling the insurance. Items that can be forecasted are the insurance premium, insurance tariff, redemption value, etc. 

4. Credit market (or money market) is a component of the financial market for assets involved in long-term and short-term borrowing and lending. Credit is the movement of borrowed capital between economic entities. Credits are the funds provided to economic entities by banks and other financial institutions in the form of investment, trade credits and loans in order to obtain the percent.

A challenging task in financial market such as stock market and foreign exchange market is to predict the movement direction of financial markets so as to provide valuable decision information for investors. Thus, many researchers and business practitioners have developed various kinds of forecasting methods. Of the various forecasting models, the exponential smoothing model has been found to be an effective forecasting method.

Exponential smoothing is forecasting technique that can be applied to time series, either to produce smoothed data to make forecasts. This method assigns exponentially decreasing weights as the observation get older. The procedure gives heaviest weight to more recent information and smaller weights to observations in the more distant past. The reason for this is that the future is more dependent upon the recent past than on the distant past.
So, exponential smoothing weights past observations with exponentially decreasing weights to forecast future values. In the exponential smoothing the most recent observations have the greatest influence to forecast.

Forecast based on exponential smoothing is calculated by the formula:
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where 
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 – is the forecast based on exponential smoothing for the next period t; 

( (alpha) – is the smoothing factor between 0 and 1 (0<(≤1);

Smoothing factor is the factor used to smooth or filter the data from the most recent period. 
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 – is the actual data for the period before current time period t (i.e. actual value of the time-series for the previous period (i.e. statistical data); 
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 – is the forecast for the period before current time period t (i.e. smoothed forecast made for the previous period). How initial smoothed forecast you need to use the first value of time series.
The value of smoothing factor (  determines the degree of smoothing and how responsive the model is to fluctuation in the time-series data. 

Smoothing factor close to 0 means small influence of past data (adaptability to most recent data). 

Smoothing factor close to 1 means large influence of past data (rigidity of forecast). 

On practice is widely used the smoothing factor of 0,1 to 0,3.

Example 1: a company must develop forecast for the next month. It has collected data on price per common share for the past 10 months (table 1). Find the forecast of price per common share for February using simple exponential smoothing, if the smoothing factor ( is 0,3.

Table 1 – Statistics on price per common share
	Months
	Price per common share, dollars

	April
	28,7

	May
	28,9

	June
	29,1

	July
	29,5

	August
	29,3

	September
	28,9

	October
	29,7

	November
	29,9

	December
	28,8

	January 
	27,6


Solution: To determine the forecast for February using simple exponential smoothing, we need to know the forecast for January. This, in turn, requires us to know the forecast for December. So we need to go all the way back to the beginning and compute the forecast for each month. For June, we can use the formula (1). But how do we get the forecast for May? How initial smoothed value for May we can use the first value of time series, i.e. 28,9. The forecast of price per common share for February using simple exponential smoothing is reported in the table 2.

Table 2 – Calculation results 

	Months
	Price per common share, dollars
	Forecast for the period before current time period t, 

if the smoothed factor is 0,3

	April
	28,7
	 – 

	May
	28,9
	28,7

	June
	29,1
	0,3*28,9+(1-0,3)*28,7=28,76

	July
	29,5
	0,3*29,1+(1-0,3)*28,76=28,86

	August
	29,3
	0,3*29,5+(1-0,3)*28,86=29,05

	September
	28,9
	0,3*29,3+(1-0,3)*29,05=29,13

	October
	29,7
	0,3*28,9+(1-0,3)*29,13=29,06

	November
	29,9
	0,3*29,7+(1-0,3)*29,06=29,25

	December
	28,8
	0,3*29,9+(1-0,3)*29,25=29,45

	January 
	27,6
	0,3*28,8+(1-0,3)*29,45=29,25

	February 
	Forecast 
	0,3*27,6+(1-0,3)*29,25=28,76


Conclusion: the forecast of price per common share for February using simple exponential smoothing is 28,76 dollars.  
To measure the forecast accuracy is used the following errors: the absolute forecast error and the mean forecast error. 
Absolute forecast error (AFE) is the difference between actual statistical data (уt) and forecast values (
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Mean forecast error (MFE) is a quantity used to measure how close forecasts are to the eventual outcomes.  It is calculated by adding all absolute forecast errors and then dividing this total by the number of periods (n):
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Low value of the forecast error means the forecast is more accurate. Ideal value = 0; MFM < 0, the forecast based on exponential smoothing tends to undervaluation; MFM > 0, the forecast based on exponential smoothing tends to overvaluation.
The absolute forecast errors are reported in the table 3.

Table 3 – Calculation results

	Months
	Price per common share,  dollars
	Forecast for the period before current time period t, 

if the smoothed factor is 0,3
	Absolute forecast

error

	April
	28,7
	 – 
	–

	May
	28,9
	28,7
	28,9-28,7=0,2

	June
	29,1
	28,76
	29,1-28,76=0,34

	July
	29,5
	28,86
	29,5-28,86=0,64

	August
	29,3
	29,05
	29,3-29,05=0,25

	September
	28,9
	29,13
	28,9-29,13= -0,23

	October
	29,7
	29,06
	29,7-29,06=0,64

	November
	29,9
	29,25
	29,9-29,25=0,65

	December
	28,8
	29,45
	28,8-29,45= - 0,65

	January 
	27,6
	29,25
	27,6-29,25= -1,65


The mean forecast error by the formula (3) equals:
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Conclusion: the forecast of price per common share for February using simple exponential smoothing is quite accurate, but tends to little overestimation, because the mean forecast error is more than 0.
2. Exponential smoothing using Microsoft Excel 

Microsoft Excel provides a lot of possibilities to forecasting based on exponential smoothing. Statistical data on price per common share for 10 months should be typed in Excel Spreadsheet. On the Tools menu, click “Data” / “Data Analysis” / “Exponential smoothing”. 

The “Exponential smoothing” dialog box opens. You need to fill three fields: Input Range, Output Range, Damping factor (Figure 1). 

To fill “Input Range” click here and enter the cell reference for the range of data you want to analyze (i.e. highlight the statistical data in the table). 

To fill “Damping factor” enter the damping factor you want to use as the exponential smoothing factor. If smoothing factor is ( =0,3; then damping factor is (1-()=1-0,3=0,7. 

To fill “Output range” enter the reference for the upper-right cell of the output table. Click Ok. 
Computation results are shown on Figure 2. To compute the forecast of price per common share for February highlight the last smoothed forecast value (cell C11) and copy it into the cell C12 (Figure 2). 

Figure 1
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Figure 2
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To compute the absolute forecast error click cell D3 and type the formula 

=B3-C3

and stretch down (Figure 3).

To compute the mean forecast error click cell D14 and type the formula (Figure 4)
=AVERAGE(D3:D11)


Figure 3
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Figure 4
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TOPIC 8. Double exponential smoothing Method
Content

1. Double exponential smoothing method

2. Double exponential smoothing using Microsoft Excel
1. Double exponential smoothing
Double exponential smoothing is a refinement of the simple exponential smoothing model but adds another component which takes into account any trend in the data. Simple exponential smoothing models work best with data where there are no trend or seasonality components to the data. When the data reflects either an increasing or decreasing trend over time, simple exponential smoothing forecasts tend to lag behind observations. Double exponential smoothing is designed to address this type of data series by taking into account any trend in the data. As with simple exponential smoothing, in double exponential smoothing models past observations are given exponentially smaller weights as the observations get older. In other words, recent observations are given relatively more weight in forecasting than the older observations.

Calculation of the forecast based on double exponential smoothing includes the following steps:

1 step: Find the forecast based on simple exponential smoothing method (
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) by the formula (1):

2 step: Calculate the best estimate (bt) of the trend for the time period t by the formula (1).
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where 
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is the best estimate of the trend for the next period t;
β - is the trend smoothing factor, (0 < β 
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1), used to smooth the trend.

The trend smoothing factor β must be the values in the range between 0 and 1. But, what are the “best” values to use for the trend smoothing factors? This depends on the data series being modeled. In general, the speed at which the older responses are smoothed is a function of the value of the smoothing factor. When this trend smoothing factor is close to 1, smoothing is quick – more weight is given to recent observations; and when it is close to 0, smoothing is slow – and relatively less weight is given to recent observations.
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is the best estimate of the trend for previous time period (t-1);
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– is the forecast based on simple exponential smoothing for the period t;


[image: image224.wmf]1

ˆ

-

t

у

 – is the smoothed forecast for previous period.

3 step: Find the forecast based on double exponential smoothing method. Forecast based on double exponential smoothing is calculated by adding the forecast based on simple exponential smoothing and best estimate of the trend for the time period t. 

Forecast based on double exponential smoothing is given by the formula:
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where 
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 is the forecast based on double exponential smoothing;
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 is the forecast based on simple exponential smoothing for the period t;
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is the best estimate of the trend for the period t.

The application of double exponential smoothing on practice is described in example below. 

Example 2: using example above (topic 7) we need to compute the forecast of price per common share for February using double exponential smoothing, if the trend smoothing factor is β=0,2.
Solution: firstly, find the best estimate (bt) of the trend for the time period t in the table 1.

The best estimate of the trend for April doesn’t calculate due to lack of previously reported data. The best estimate of the trend for May is zero. The best estimates (bt) of the trend for the other time periods t are reported in the table 1.

Table 1 – Calculation results 

	Months
	Price per common share, dollars
	Forecast for the period before current time period t,
if the smoothed factor is 0,3
	Best estimate of the trend for the time period t, if the trend smoothing factor is 0,2

	April
	28,7
	–
	–

	May
	28,9
	28,7
	0

	June
	29,1
	28,76
	(1-0,2)*0+0,2*(28,76-28,7)= 0,01

	July
	29,5
	28,86
	(1-0,2)* 0,01+0,2*(28,86-28,76)=0,03

	August
	29,3
	29,05
	(1-0,2)*0,03+0,2*(29,05-28,86)=0,06

	September
	28,9
	29,13
	(1-0,2)*0,06+0,2*(29,13-29,05)=0,06

	October
	29,7
	29,06
	(1-0,2)*0,06+0,2*(29,06-29,13)=0,04

	November
	29,9
	29,25
	(1-0,2)*0,04+0,2*(29,25-29,06)=0,07

	December
	28,8
	29,45
	(1-0,2)*0,07+0,2*(29,45-29,25)=0,09

	January 
	27,6
	29,25
	(1-0,2)*0,09+0,2*(29,25-29,45)= 0,04

	February 
	Forecast
	28,76
	(1-0,2)*(0,04)+0,2*(28,76-29,25)= - 0,07


Thus, the best estimate of the price per common share for February is  – 0,07 dollars. The forecast of price per common share for February using double exponential smoothing is calculated by adding the forecast of price per common share for February based on simple exponential smoothing and best estimate of the price per common share for February.
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Conclusion: the forecast of price per common share for February using double exponential smoothing equals 28,69 dollars.  
2. Double exponential smoothing using Microsoft Excel 

The best estimate of the trend for April doesn’t calculate due to lack of previously reported data. The best estimate of the trend for May is zero. Click cell E3 and type zero. To compute the best estimate of the trend for June click cell E4 and type the formula 
=(1-0,2)*E3+0,2*(C4-C3)

and stretch down (Figure 1).

Figure 1
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To compute the forecast of price per common share for February based on double exponential smoothing (Figure 2) click cell C16 and type the formula 
=C12+E12


Figure 2
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TOPIC 9. FORECASTING WITH REGRESSION MODEL

Content

1. Regression analysis and regression model

2. Forecasting with regression model using Microsoft Excel

3. Regression model validation 

4. Making forecast with application the multiple regression 
1. Regression analysis and regression model

Regression analysis includes many techniques for modeling and analyzing several variables, when the focus is on the relationship between a dependent variable and one or more independent variables. Regression analysis is a statistical technique to analyze quantitative data to estimate model parameters and make forecasts. Regression analysis is also used to understand which among the independent variables are related to the dependent variable, and to explore the forms of these relationships. Regression analysis can be used to infer causal relationships between the independent and dependent variables. 

Variables which are used to explain other variables are called explanatory (or independent) variables. A dependent variable is what you measure in the forecast. The dependent variable responds to the independent variable. It is called dependent because it “depends” on the independent variable.

Regression analysis looks for a relationship between the X variable (called the “independent” or “explanatory” variable) and the Y variable (the “dependent” variable).

For example, X might be the costs of production and Y would represent company output (table 1).

Table 1 – Statistics on costs of production and company output

	Months
	Costs of production, million dollars 
	Output, million dollars 

	April 
	1,6
	5,5

	May 
	2,8
	7,2

	June
	3,3
	8,6

	July 
	3,9
	9,3

	August 
	3,5
	9,1

	September 
	1,9
	7,3

	October 
	1,2
	3,8


By looking up these numbers for a number of periods in the past, we can plot points on the graph. 

Figure 1
[image: image232.emf]0

1

2

3

4

5

6

7

8

9

10

0 0,5 1 1,5 2 2,5 3 3,5 4 4,5

Costs of production 

Output



More specifically, regression is a statistical procedure that determines the model that best fits a specific set of data and explains the relationship between the two variables – costs of production and output. Techniques for estimating the regression model are the subject of this lecture. Forecast using the regression assume that the relationship which existed in the past between the two variables will continue to exist in the future.

Regression models are used to predict one variable from one or more other variables. Regression models provide the managers with a powerful tool, allowing predictions about future events to be made with information about past or present events. In order to construct the regression model, both the information which is going to be used to make the prediction and the information which is to be predicted must be obtained from a sample of objects or individuals. The relationship between the two pieces of information is then modeled with a linear transformation. Then in the future, only the first information is necessary, and the regression model is used to transform this information into the predicted. In other words, it is necessary to have information on both variables before the model can be constructed.

Regression model is one of the most famous examples of economic and statistical models that used in the economic forecasting. Let’s take a look how the regression model might be constructed.  

Construction of the regression models includes the following steps:
1) Identify a dependent variable to be forecasted. The dependent variables may be the economic processes (for example, inflation, demand, supply, exchange rate, employment and unemployment, etc.), any indicator describing the company activity (for example, production, price, profit, income, sales, costs, wage, salary, etc.), any indicator describing the national economics (for example, gross domestic product, gross investment, national income, government spending, export, import, external debt, etc.) and so on. 

2) Identify the independent variables (i.e. factors) that explain the changes in the economic processes or data. The factors should be in the causal link with dependent variable. All factors must be quantitatively measured and significant. For example, the retail sales depend on expected consumer’s income and advertising costs. So, the dependent variable is company’s retail sales and the expected consumer’s income and advertising costs are factors (i.e. independent variables). 

3) Data collection is a process of obtaining useful information on key quantitative characteristics of economic processes or economic data. Statistical information can be obtained from primary and secondary data sources. Data processing is any process that summarizes, analyzes or otherwise converts data into usable information. Information base of regression forecasting is the several interrelated time series with feedback.

4) Select the model – this step is needed in order to identify a linkage between two or more factors (independent variables) and single dependent variable. Regression models can be described by the following types of equations: linear, power, logarithmic, etc.  In linear regression, data are modeled using linear functions, and unknown model parameters are estimated from the data.

Linear regression is an approach to modeling the relationship between two or more independent variables (X) and a single dependent variable (Y). The case of one explanatory variable is called simple regression model. More than one explanatory variable is multiple regression model. 

The multiple regression models are widely used in practice. The multiple regression models include multiple explanatory (independent) variables. Multiple regression model is a flexible method of data analysis that may be appropriate whenever a quantitative variable (the dependent variable) is to be examined in relationship to any other factors (expressed as independent variables). For example, a multiple regression model might examine average salaries (dependent variable) as a function of age, education, gender and experience (independent variables).

Multiple regression requires a large number of observations. The number of periods must substantially exceed the number of independent variables you are using in regression. The absolute minimum is that you have five periods.

The forecast linear equation that estimates the multiple regression model is given below (1):
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where 
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 – is called the exogenous variable, response variable, measured variable, or dependent variable. The decision as to which variable in a data set is modeled as the dependent variable and which are modeled as the independent variables may be based on a presumption that the value of one of the variables is caused by, or directly influenced by the other variables; 
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 measures the changes in Y with respect to random factors that are not included in the regression model; 
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To find the regression coefficients (b0, b1, b2, bm) you should calculate the system of normal equations. The calculation formulas are complex. For multiple regression, it is almost imperative to use computer software (Data Analysis) to the prediction equation. Corresponding to the multiple regression equation, software finds a forecast equation by estimating the model parameters using sample data.

5) Validate the regression model – this is a process of its checking on the goodness of fit and statistical significance. The goodness of fit of a statistical model describes how well it fits a set of economic data. If the model is reliable and statistical significant, the forecast is accurate. 

6) Make the independent variables forecasts is a process of predicting the independent variables from an effect of time factor. To find the quantitative values of independent variables forecasts you can use the trend forecasting. 

7) Make the dependent variable forecast with application the multiple regression is a process of predicting the quantitative value of dependent variable from the effect of independent variables. 

2. Forecasting with regression model using Microsoft Excel
Let’s have a look at application the regression model to predict a dependent variable from a number of independent variables. For example: a company must develop forecast for the next month. It has collected data on retail sales, expected consumer’s income and advertising costs for 10 months (table 2). Find the retail sales forecast for January with application the multiple regression.
Table 2 – Statistics on retail sales, expected consumer’s income and advertising costs

	Months
	Retail sales,
thousand dollars
	Expected consumer’s income, thousand dollars
	Advertising costs, thousand dollars

	Mart 
	125
	20,0
	12,5

	April 
	126
	20,2
	12,7

	May 
	128
	20,5
	12,8

	June
	130
	20,7
	13,0

	July
	131
	20,9
	13,2

	August
	133
	21,2
	13,5

	September 
	139
	21,5
	13,7

	October 
	142
	22,1
	13,8

	November 
	145
	22,7
	14,0

	December 
	150
	23,5
	14,4


Solution: In above example, the dependent variable Y is company’s retail sales; the expected consumer’s income and advertising costs are factors (i.e. independent variables).

To find the retail sales forecast you need to use the multiple regression model (2): 
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where 
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 is the forecast of company’s retail sales, thousand dollars;
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Calculation of the coefficients 
[image: image249.wmf]2

1

0

,

,

b

b

b

 is long and laborious process. Microsoft Excel provides a lot of possibilities to forecasting with regression model. Statistical data on retails sales, expected consumer’s income and advertising costs for 10 months should be typed in Excel spreadsheet. On the Tools menu, click “Data” / “Data Analysis” / “Regression” (Figure 2).
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The Regression dialog box opens (Figure 3). The first box is the “Input Y Range”.  Here, you tell Excel about dependent variable (i.e. retail sales).  To fill “Input Y Range” you need to click here and enter the cell reference for the range of data on retail sales.

In the dataset you are using you have two independent variables: the expected consumer’s income and advertising costs. To fill “Input X Range” you need to click here and enter the cell reference for the block of data on expected consumer’s income and advertising costs. 

When the Confidence Level is 95%, you are of 95% sure that the retail sales forecast will be accurate.

Next you tell Excel where you want the results to be written. To fill “Output range” enter the reference for the cell (B13) of the output table. Finally, click OK.
The regression output has three components: Regression statistics table, ANOVA table, Regression coefficients table (Figure 4). Figure 4 contains the information which is needed for the multiple regression model building. 

Quantitative values of the coefficients: 
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Figure 3
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Figure 4
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The multiple regression model that helps to make the retail sales forecast (Y) for January:
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The multiple regression model (3) is used to make the retail sales forecast, but the quantitative forecast value using Data Analysis you can not find.

The next step is the multiple regression model (3) validation on the goodness of fit and statistical significance. You can find the quantitative value of retail sales forecast only after model validation.

3. Regression model validation 
Statistical goodness of fit of the multiple regression model can be determined by the following statistical coefficients: the correlation coefficient (r), coefficient of determination (R2) and adjusted coefficient of determination (AR2).

Coefficient of determination (R2) – is a measure to assess how well the multiple regression model explains and predicts future outcomes. It is expressed as a value between 0 and 1. A value of one indicates a perfect fit, and therefore, a very reliable multiple regression model for future forecasts. A value of zero, on the other hand, would indicate that the multiple regression model fails to accurately forecast the dataset.

The following points are accepted guidelines for interpreting the coefficient of determination: values between 0 and 0,3 indicate a weak positive linear relationship; values between 0,3 and 0,7 indicate a moderate positive linear relationship; values between 0,7 and 1 indicate a strong positive linear relationship.

The correlation coefficient (r), is a measure of the strength of the relationship between two or more independent variables (X) and a single dependent variable (Y). 

Correlation coefficient (r) is a square root of the coefficient of determination (4):
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The correlation coefficient takes on values ranging between +1 and -1. The following points are accepted guidelines for interpreting the correlation coefficient: 
0 indicates no linear relationship; 
+1 indicates a perfect positive linear relationship; 
-1 indicates a perfect negative linear relationship; 
values between 0 and 0,3 (0 and -0,3) indicate a weak positive (negative) linear relationship; 
values between 0,3 and 0,7 (-0,3 and -0,7) indicate a moderate positive (negative) linear relationship; 
values between 0,7 and 1 (-0,7 and -1) indicate a strong positive (negative) linear relationship.

In the multiple linear regression model, adjusted coefficient of determination (AR2) measures the share variation in the dependent variable caused by the independent (i.e. explanatory variables). Adjusted coefficient of determination is generally considered to be a more accurate goodness-of-fit measure than the coefficient of determination. The adjusted R2 will always be less than or equal to the coefficient of determination (R2). Adjusted coefficient of determination is particularly useful in the feature selection stage of model building.

The adjusted coefficient of determination (R-Square) is computed using the following formula (5): 
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where 
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 is the coefficient of determination;
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is the number of observations (or periods);
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is the number of independent variables. 
To find the correlation coefficient and coefficient of determination you should interpret the Regression statistics table (Figure 3).

Table 3 – Regression statistics

	
	
	Explanation

	Multiple R
	0,99254985
	Correlation coefficient 

	R Square
	0,985155205
	Coefficient of determination 

	Adjusted R Square
	0,980913834
	Adjusted coefficient of determination

	Standard Error
	1,187452526
	Standard Error is a measure of error in prediction

	Observation
	10
	Number of observations used in the regression


The correlation coefficient is calculated by the formula (4):
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Conclusion: the correlation coefficient r=0,99 may be interpreted as follows: approximately 99% (0,99*100%) of the variation in the dependent variable (retail sales) can be explained by the multiple regression model (3).
Conclusion: the coefficient of determination is higher than 0,7, as it’s in this case, there is a good fit to the data. The coefficient of determination 0,985 means approximately 98,5% (0,985*100%) of the variation in the dependent variable (retail sales) can be explained by the independent variables (expected consumer’s income and advertising costs).

The adjusted coefficient of determination by the following formula (5): 

[image: image266.wmf]981

,

0

)

1

2

10

(

)

1

10

(

)

985155205

,

0

1

(

1

2

»

-

-

-

×

-

-

=

R

Adjusted


Conclusion: Adjusted coefficient of determination 0,981 means approximately 98,1% (0,981*100%) of the variation in the dependent variable (retail sales) can be explained by the independent variables (the expected consumer’s income and advertising costs).

Model validation on the statistical significance is based on ANOVA table (Figure 3), where (SS – is the sum of squares, the numerator of the variance; DF – is the denominator; MS – is the mean square of variance; Significance F means the statistical significance of the multiple regression model). ANOVA means an analysis of variance that consists of calculations that provide information about levels of variability within a regression model and form a basis for tests of significance. 

Significance F means the statistical significance of the multiple regression model. In above example (Figure 3), the value of “Significance F” is lower than 0,05 (5% error probability), then the multiple regression model is generally acceptable and statistically significant to make the retail sales forecast (3,98*10-7 <0,05).
Regression coefficients validation on the statistical significance is based on Regression coefficients table (Figure 3), where column “Coefficient” gives the quantitative values of regression coefficients 
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; column “Standard error” gives the standard errors (i.e. the estimated standard deviation) of regression coefficients;  column “t Stat” gives the computed t-statistic (is a ratio of the departure of an estimated parameter from its notional value and its standard error); column “P-value” gives the probability value for each regression coefficient. If “P-value” is less than 0,05 (5% error probability), then the coefficient is statistical significant (95 % probability means the forecast based on multiple regression model is accurate), and if “P-value” is more than 0,05; the coefficient is statistical insignificant. 

In above example, “P-value” for coefficient b0 is 0,008 (lower than 0,05), “P-value” for coefficient b1 is 0,01 (lower than 0,05), “P-value” for coefficient b2 is 0,17 (higher than 0,05), then the multiple regression model in generally is statistically significant.
4. Making forecast with application the multiple regression
If the multiple regression model (3) is statistically significant, the model is useful and able to make forecast. To find the retail sales forecast for January, at first, we should calculate the quantitative forecasts of expected consumer’s income and advertising costs for January. 
Calculation of the expected consumer’s income forecast and advertising costs forecast for January involves two ways:

1) by using trend forecasting. To do this you can find the forecast of expected consumer’s income from time factor (t) and the forecast of advertising costs from time factor (t).
2) by using Microsoft Excel.

Let’s take a look at the first way. Firstly, calculate the forecast of expected consumer’s income with trend forecasting (linear equation). Linear equation looks like (6):
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where 
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is the forecast of expected consumer’s income with trend forecasting (or the forecast of advertising costs with trend forecasting);
a and b –are the linear coefficients;

t – is the time unit. 

Coefficient b is calculated by the formula (7):
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where n – is the number of periods;
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 – is the average value of variable t (time or independent variable);
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 – is the average value of X (the average value of expected consumer’s income or the average value of advertising costs).

Average value of variable “t” is calculated by the formula (8):
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where n – is the number of periods;
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Average value of variable “x” is calculated by the formula (9):
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where n – is the number of periods;
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- is the sum of statistical data X for n periods. 

Coefficient a is calculated by the formula (10):
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To write down the linear equation 
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 (where 
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 is the forecast of expected consumer’s income) and calculate the coefficients “b” and “a” you need to find: “t2”,  “x1*t” in the table 4.

Table 4 – Calculation results 

	Months
	Expected consumer’s income (
[image: image280.wmf]х

1),

thousand dollars
	t
	t2
	x1*t

	Mart 
	20,0
	1
	1
	20

	April 
	20,2
	2
	4
	40,4

	May 
	20,5
	3
	9
	61,5

	June
	20,7
	4
	16
	82,8

	July
	20,9
	5
	25
	104,5

	August
	21,2
	6
	36
	127,2

	September 
	21,5
	7
	49
	150,5

	October 
	22,1
	8
	64
	176,8

	November 
	22,7
	9
	81
	204,3

	December 
	23,5
	10
	100
	235

	∑
	213,3
	55
	385
	1203


Average value of time (t) by the formula (8):          
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Average expected consumer’s income (x1) by the formula (9):   
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Coefficient b by the formula (7) equals:          
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Coefficient a by the formula (10) equals:        
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Linear equation looks like:           
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Forecast of expected consumer’s income for January with trend forecasting: 
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 thousand dollars.  
To write down a linear equation 
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 is the forecast of advertising costs) and calculate the coefficients “b” and “a” you need to find: “t2”,  “x2*t” in the table 5. 

Table 5 – Calculation results

	Months
	Advertising costs (
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2), 

thousand dollars
	t
	t2
	x2*t

	Mart 
	12,5
	1
	1
	12,5

	April 
	12,7
	2
	4
	25,4

	May 
	12,8
	3
	9
	38,4

	June
	13,0
	4
	16
	52

	July
	13,2
	5
	25
	66

	August
	13,5
	6
	36
	81

	September 
	13,7
	7
	49
	95,9

	October 
	13,8
	8
	64
	110,4

	November 
	14,0
	9
	81
	126

	December 
	14,4
	10
	100
	144

	∑
	133,6
	55
	385
	751,6


Average value of time (t) by the formula (8):                 
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Average advertising costs (x2) by the formula (9):     
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Coefficient b by the formula (7) equals:   
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Coefficient a by the formula (10) equals:           
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Linear equation looks like:         
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Forecast of advertising costs for January with trend forecasting:
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 thousand dollars.  

Retail sales forecast for January with application the multiple regression model is given below (formula 3):
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 thousand dollars.  
Conclusion: the retail sales forecast for January with application the multiple regression model is 150,024 thousand dollars.

Let’s have a look at the second way. Statistical data on expected consumer’s income for 10 months should be typed in Excel Spreadsheet. Highlight the cells with digital statistical data on expected consumer’s income and choose “Insert” → “Line” → “Line with Markers”. Right click any point on the chart and select “Add Trend line”. The “Format Trendline” dialog box opens. Choose “Trend Type” → “Linear” and “Display Equation on chart” (Figure 5). 

Statistical data on advertising costs for 10 months should be typed in Excel Spreadsheet. Highlight the cells with digital statistical data on advertising costs and choose “Insert” → “Line” → “Line with Markers”. Right click any point on the chart and select “Add Trend line”. The “Format Trendline” dialog box opens.  Choose “Trend Type” → “Linear” and “Display Equation on chart” (Figure 5). 
To compute the forecast of expected consumer’s income for January with trend forecasting (Figure 6) click cell G3 and type the formula 

= =0,361*11+19,34 

To compute the forecast of advertising costs for January with trend forecasting (Figure 6) click cell G5 and type the formula 

=0,203*11+12,24

To compute the retail sales forecast for January with application the multiple regression model (Figure 6) click cell G7 and type the formula 

=-33,926+5,204*G3+4,328*G5


Figure 5
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Figure 6
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TOPIC 10. Forecasting with confidence interval
Content
1. Confidence interval 

2. Theoretic base for forecasting with application the confidence interval
3. Making forecast with confidence interval 

1. Confidence interval 

Confidence interval is a particular kind of interval estimate of an economic parameter and is used to indicate the reliability of an estimate. The confidence interval with a particular confidence level is intended to give the assurance that, if the forecasting model is correct, then taken over all the data that might have been obtained, the procedure for constructing the interval would deliver a confidence interval that included the true value of the parameter with specified confidence level. More specifically, the meaning of the term “confidence level” is that, if confidence intervals are constructed across many separate data analyses of repeated experiments, the proportion of such intervals that contain the true forecast value of the parameter will approximately match the confidence level; this is guaranteed by the reasoning underlying the construction of confidence intervals.

Confidence interval shows the range within which the true forecast value of economic parameter is likely to lie. A confidence interval is a range of values for a variable of interest constructed so that this range has a specified probability of including the true forecast value of the variable. The specified probability is called the confidence level, and the end points of the confidence interval are called the confidence limits (bounds).

One of the advantages of confidence intervals over traditional forecasting methods is the additional information that they convey. The upper and lower bounds of the interval give us information on how big or small the true forecast value might plausibly be, and the width of the confidence interval also conveys some useful information.

Confidence interval is an important tool for business statistics, which helps a business evaluate the reliability of a particular estimate. One effect of confidence intervals in businesses is in determining the reliability of market research. Marketing is an important function for most firms, particularly when estimating their level of future sales. By collecting data from customers, past sales numbers and other sources, a company can statistically estimate the value of future sales. By using a confidence interval, the company can determine the range its sales are likely to fall. Because it is impossible to predict a future event with 100 percent accuracy, confidence intervals are used by businesses to manage risk. For example, if a company is 95 percent confident that sales in the next period will be between 5 million and 6 million units, there is still a 5 percent chance that they will be above or below that number. By understanding how likely a given risk is to occur, the business can manage the risks of a non-occurrence accordingly.
Another example is that a confidence interval can be used to describe how reliable survey results are. In a poll of election voting-intentions, the result might be that 40% of respondents intend to vote for a certain party. A 95% confidence level for the proportion in the whole population having the same intention on the survey date might be 38% to 42%. A major factor determining the length of a confidence interval is the size of the sample used in the estimation procedure, for example the number of people taking part in a survey.

Interval estimates can be contrasted with point estimates. Interval estimation is the use of sample data to calculate an interval of possible (or probable) forecast values of an unknown economic parameter, in contrast to point estimation, which is a single number. Spot (point) estimation is a single value given as the estimate of economic parameter that is of interest, for example the mean of some quantity. An interval estimate specifies instead a range within which the parameter is estimated to lie. 

Thus, forecast can be spot (point) and interval. Spot (point) forecast includes a single quantitative forecast value. For example: the demand forecast at the end of year is 12,5 million dollars (is the point forecast). Interval forecast includes the range of the forecast quantitative values. For example: the demand forecast for the next year ranges from 12,2 to 12,6 million dollars (is the interval forecast).
2. Theoretic base for forecasting with application the confidence interval
Confidence interval is a particular kind of interval that contains the quantitative forecast value of economic parameter. Construction of the forecast with confidence interval includes the following steps:
1. Point forecast calculation is a process of defining the quantitative forecast value based on regression model. To find the point forecast you can use the simple regression model in the case of one independent variable and one dependent variable or multiple regression model in the case of several independent variables and single dependent variable. 
2. Confidence level selection is a process of determining the probability that the confidence interval will contain the true forecast value. A confidence level is statistical measure of the number of times out of 100% that test results can be expected to be within a specified range. The confidence level ranges from 0% to 100%. The higher confidence level, the forecast is accurate. If confidence level is 95%, you are 95% sure that the forecast is accurate with the probability of 95%.    
3. Making interval forecast is a process of defining the upper and lower bounds of the forecast confidence interval.

The upper bound of the confidence interval is calculated by adding the spot (point) forecast and the permissible forecast error by the formula (1): 
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 is the upper bound of the confidence interval;
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 is the point forecast made with application the regression model;                
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The lower bound of the confidence interval is defined as the deference between the point forecast and the permissible forecast error by the formula (2): 
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where 
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 is the lower bound of the confidence interval.
The permissible error is the amount of error that you can tolerate in the forecast. Permissible error is calculated by multiplying the critical t-score by the standard forecast error (3):
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where 
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Critical t-score allows to calculate various statistics within a specific data set and to test various hypotheses about data set. It is a factor used to compute the margin of forecast error. The critical t-score can be defined using Data Analysis or specific statistical tables.
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is the standard forecast error. 

Standard forecast error is a standard deviation of the interval estimate of a dependent variable for a given value of an independent variable.

The standard forecast error 
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where 
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 – is the standard regression error (it is a measure of error in the regression model); 
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 – is the average value of independent variable x;                

 n – is the number of observations (periods). 
3. Making forecast with confidence interval

Let’s have a look at application the forecasting with confidence interval. For example: a company must develop interval forecast for the next month. It has collected data on retail sales and advertising costs for 10 months (table 1). Find the retail sales forecast for January with confidence interval, if the critical t-score is 2,306 (and the confidence level is 95%).
Table 1 – Statistics on retail sales and advertising costs

	Months
	Retail sales, 
thousand dollars
	Advertising costs, 
thousand dollars

	Mart 
	125
	12,5

	April 
	126
	12,7

	May 
	128
	12,8

	June
	130
	13,0

	July
	131
	13,2

	August
	133
	13,5

	September 
	139
	13,7

	October 
	142
	13,8

	November 
	145
	14,0

	December 
	150
	14,4


Solution: In this example, the dependent variable Y is retail sales and the advertising costs are independent variable X.

To find the retail sales forecast (point forecast) with regression model for January you can use the simple regression model (because you have only one independent variable (5): 

[image: image315.wmf]t

X

b

b

Y

1

1

0

×

+

=

,                                                              (5)

where 
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 is the forecast of company’s retail sales, thousand dollars;
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To calculate the coefficients 
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 you need to use Microsoft Excel. 

Statistical data on retails sales and advertising costs for 10 months should be typed in Excel Spreadsheet. On the Tools menu, click “Data” / “Data Analysis” / “Regression”. The Regression dialog box opens (Figure 1). The first box is the “Input Y Range”. Click here and enter the cell reference for the range of data on retail sales (dependent variable Y). The next step is to input independent variable. In the dataset you are using you have one independent variable – the advertising costs. The second box is the “Input X Range”. Click here and enter the cell reference for the range of data on advertising costs. If “Confidence Level” is 95%, you are 95% sure that the retail sales forecast will be accurate. 

The third box is the “Output range”. Click here and enter the reference for the cell (B13) of output table. Finally click OK.
Figure 1
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The regression output has three components: Regression statistics table, ANOVA table, Regression coefficients table (Figure 2). Figure 2 contains the information which is needed for the simple regression model building. Quantitative values of the coefficients are given on Regression coefficients table: b0 is opposite “Intercept” (b0= – 46,6); b1 is opposite “X Variable 1” (b1= 13,585).
Figure 2
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The simple regression model that can be used to make the retail sales forecast (Y) looks like:
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The simple regression model (6) is a basis to make the retail sales forecast, but quantitative value of the forecast using Data Analysis you can not find.

To check the simple regression model on the goodness of fit you can use the information on Regression statistics table (Figure 2). Correlation coefficient (r=0,98; Figure 2) means approximately 98% (0,98*100%) of the variation in the dependent variable (retail sales) can be explained by the simple regression model (6).
Coefficient of determination (R2=0,961; Figure 2) means approximately 96,1% (0,961*100%) of the variation in the dependent variable (retail sales) can be explained by the independent variable (the advertising costs).

Adjusted coefficient of determination (adjusted R2=0,956; Figure 2) means approximately 95,6% (0,956*100%) of the variation in the dependent variable (retail sales) caused by the independent variable (the advertising costs).

To validate the simple regression model on the statistical significance you can use the information on ANOVA table (Figure 2). In this example (Figure 2), the value of “Significance F” is lower than 0,05, the simple regression model (6) is acceptable and statistically significant to make the retail sales forecast (6,073*10-7 <0,05).

To estimate each coefficient on the statistical significance you can use Regression coefficients table (Figure 2). In this example, “P-value” for coefficient b0 is 0,006 (lower than 0,05), “P-value” for coefficient b1 is 6,07*10-7 <0,05 (lower than 0,05); the simple regression model (6) is statistically significant and reliable to make the retail sales forecast.
To find the point retail sales forecast for January you need to calculate the quantitative forecast value of advertising costs for January. Calculation of the advertising costs forecast for January is possible in two ways: 1) by using trend forecasting; 2) by using Microsoft Excel.
Let’s take a look at the first way. Firstly, find the forecast of advertising costs with trend equation (linear equation). Linear equation looks like (7):
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where 
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is the forecast of advertising costs with trend equation;
a and b – are the linear coefficients;                

t – is the time unit. 

Coefficient b is calculated by the formula (8):
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where n – is the number of periods;        
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 – is the average value of variable t;

[image: image327.wmf]_

х

 – is the average value of variable x (average advertising costs).

Average value of variable “t” is calculated by the formula (9):
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where n – is the number of periods;            
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Average value of variable “x” is calculated by the formula (10):
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where n – is the number of periods;             
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Coefficient a is calculated by the formula (11):
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To write down a linear equation 
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 is the forecast of advertising costs) and calculate the coefficients “b” and “a” you need to find: “t2”,  “x1*t” in the table 2. 

Table 2 – Calculation results

	Months
	Advertising costs (
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1), thousand dollars
	t
	t2
	x1*t

	Mart 
	12,5
	1
	1
	12,5

	April 
	12,7
	2
	4
	25,4

	May 
	12,8
	3
	9
	38,4

	June
	13,0
	4
	16
	52

	July
	13,2
	5
	25
	66

	August
	13,5
	6
	36
	81

	September 
	13,7
	7
	49
	95,9

	October 
	13,8
	8
	64
	110,4

	November 
	14,0
	9
	81
	126

	December 
	14,4
	10
	100
	144

	∑
	133,6
	55
	385
	751,6


Average value of time (t) by the formula (9):                
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Average advertising costs (x1) by the formula (10):    
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Coefficient b by the formula (8):               
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Coefficient a by the formula (11):              
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Linear equation looks like:           
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Forecast of advertising costs for January with trend equation equals: 
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Point retail sales forecast for January based on simple regression model (formula 6) equals:
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Conclusion: the retail sales forecast for January based on simple regression model is 150,014 thousand dollars (it’s the point forecast). 

Let’s take a look at the second way. Statistics on advertising costs for 10 months should be typed in Excel Spreadsheet. Highlight the cells with digital statistical data on advertising costs and choose “Insert” → “Line” → “Line with Markers”. 

Right click any point on the chart and select “Add Trend line”. The dialog box “Format Trendline” opens. Need choose “Trend Type” → “Linear” and “Display Equation on chart” (Figure 3). 

To compute the advertising costs forecast for January with trend equation click cell F3 and type the formula (Figure 4) 

=0,203*11+12,24

To compute the retail sales forecast for January based on simple regression model click cell F4 and type the formula (Figure 4) 


=-46,602+13,585*F3


Figure 3 
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Figure 4
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To calculate the retail sales forecast for January with confidence interval you need to find the standard forecast error by the formula (4). 

Average advertising costs (
[image: image345.wmf]-

х

) by the formula (10) is 13,36 thousand dollars.     
To find the standard forecast error (formula 4):
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firstly, you need to calculate the denominator in the formula 4: 
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Table 3 – Calculations result of 
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	Month
	Advertising costs, thousand dollars
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	March
	12,5
	(12,5-13,36) 2  = 0,739

	April
	12,7
	(12,7-13,36) 2  = 0,435

	May
	12,8
	(12,8-13,36) 2  = 0,313

	June
	13,0
	(13,0-13,36) 2  = 0,129

	July
	13,2
	(13,2-13,36) 2  = 0,025

	August
	13,5
	(13,5-13,36) 2  = 0,019

	September
	13,7
	(13,7-13,36) 2  = 0,115

	October
	13,8
	(13,8-13,36) 2  = 0,193

	November
	14,0
	(14,0-13,36) 2  = 0,409

	December
	14,4
	(14,4-13,36) 2  = 1,081

	∑
	133,6
	3,46


Quantitative value of the standard regression error is given on Regression statistics table: 
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  (Figure 2). 
The standard forecast error by the formula (4): 
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The permissible error by the formula (3):
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The upper bound of the confidence interval (the retail sales forecast plus permissible error) by the formula (1): 

[image: image353.wmf]99

,

154

98

,

4

014

,

150

=

+

=

UB

 thousand dollars.
The lower bound of the confidence interval (the retail sales forecast minus permissible error) by the formula (2):
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Conclusion: the interval retail sales forecast for January ranges from 145,03 to 154,99 thousand dollars with probability of 95%. 

To compute the average advertising costs using Microsoft Excel click cell F5 and type the formula (Figure 5)

=AVERAGE(C2:C11)

To compute the quantitative value of 
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 click cell F6 and choose “Formulas” / “Insert Functions”, select a category “All” and select a function “DEVSQ”. (The function “DEVSQ” returns the sum of the squares of deviations of data points from their sample mean). The first box is “Number 1”. Click here and enter the cell reference for the range of data on advertising costs. The second box is “Number 2”. Click here and enter the cell reference for the average advertising costs. The formula has entered into cell F6 looks like (Figure 5):
=DEVSQ(C2:C11;F5)

To compute the standard forecast error click cell F7 and type the formula (Figure 5)

=C19*SQRT(1+1/10+(F3-F5)^2/F6)

To compute the permissible error click cell F9 and type the formula (Figure 5)

=F7*F8

To compute the lower bound of the confidence interval click cell F10 and type the formula (Figure 5)

=F4-F9

To compute the upper bound of the confidence interval click cell F11 and type the formula (Figure 5)

=F4+F9

Figure 5
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