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Information support of computer measuring experiments in evaluating of the 

noise processes characteristics  

The constructive model of non-stationary and stationary noise processes was 

considered. The algorithms of computer simulation of realizations noise processes 

using a histogram analysis and autoregression model were developed.  

Introduction. The noise process refers to known information processes in 

various subject areas. Such processes distribute in different physical environments 

and create a total intensity, power, energy, motion of fluid particles, gases, etc. 

The two main directions of noise processes research can be identified 

conditionally [1, 2]: noise processes that are interfering in combination with other 

information processes, which relate to useful; noise processes carry useful 

information about the operation of objects, systems, and thus become a useful 

process, ie, research objects. 

Currently, most of the measurement tasks of the characteristics of the noise 

processes are solved within the correlation and spectral theory. This is due to the fact 

that is common to use a Gaussian stationary process as a noise process. This model 

confirms in practice in some cases. However, analysis of the results of many 

publications, including [3, 4] confirms that some of the noise signals are non-

Gaussian stochastic processes. These signals are the result of superposition of a large 

number of elementary pulses with random parameters. And random parameters 

occur at random times. Signals have a nonstationary character in some cases. 

Non-Gaussian noise processes cause the research not only in the correlation 

and spectral theory, but also in view of the higher moments. At the same time, we 

can construct the equivalent Gaussian stochastic process for any non-Gaussian 

process of the correlation and spectral theory. The first two moment functions will 

be equal to the studied non-Gaussian and its equivalent - Gaussian process.  

Formulation of the problem. Information support of a wide range of 

computer simulation of the realizations of noise processes should be justified. The 

basis of modeling noise processes need to use their experimental measurements.  

The main results. The model of noise process has to be described before 

describing the algorithm of computer simulation of the noise processes.  

The structural model of the noise processes. Gaussian and non-Gaussian 

processes can be described by the following structural model [6]: 
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where   niti ,1  ,,   - a sequence of homogeneous non-stationary (stationary) 

stochastic processes;   mjtj ,1  ,,   - sequence of homogeneous random 

periodic processes; indicator function is given by: 
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and it is formed by sentries instant change-point homogeneity of the test component 

in practice. In other words - the uniformity intervals 

       TTTTTT nn ,0,...,,0 1211    studying component (1). 

For example, the model (1) becomes constructively in practice when as a 

component of the model was used Gaussian linear random processes [5].  

In modeling tasks Gaussian linear random process can be represented as a 

structural model [6]: 

     
t
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,,,  ,                              (2) 

where   ,t  - impulse response function of a linear shaping filter,  ,x  - 

Gaussian white noise as a generalized derivative of a process with independent 

increments. For a stationary random process the expression (2) takes the form: 

      


0

,,  dxtt . 

Gaussian linear random process  t,  is called periodic ( 0T -periodic) if 

there exists a number 00 T , in which the finite vectors 

      nttt ,,...,,,, 21   and       00201 ,,...,,,, TtTtTt n    for all 

integers 1n  are stochastically equivalent 

Classes of linear processes are selected depending on the formulation of the 

research problem. For example, a stochastic periodicity is accounted for in technical 

diagnostics of objects, systems and mechanisms. 

Computer simulation. Two methods of computer simulation was suggested: 

using a histogram analysis; using autoregression model. 

Computer simulations using a histogram analysis. Let Z, tt  - a sequence 

of independent identically distributed random variables, and )...,,,( 21 n  - 

repeated sample of observations (measurements) of the random sequence  t . On 

the basis of the sample  nixi ,1,   as the implementation of  nii ,1,   was needed 

to construct a histogram (the implementation of the empirical density distribution) 

by a known method [7].  

In fact, the histogram can be viewed as an estimate piecewise constant 

approximation of the unknown density distribution. Therefore, the simulation 

algorithm for each element of the test sequence will be as follows: 

- generates a pseudo-random number )1(  by one of the known methods; 
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- generates the implementation of a discrete random variable   with the 

distribution obtained on the basis of the histogram; 

- generates a pseudo-random number )2( ; 

- generates the realization of a random variable 1
)2(

  xh , which 

will have uniform distribution in the range ),[ 1  xx  , where x  - the point of 
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The proposed algorithm is based on method of piecewise approximation 

used for the simulation of random variables with known (given) density distribution. 

However, in this case, the estimation of the piecewise approximation of the 

unknown density distribution is found from the empirical data as a histogram, and 

the evaluation of the probability of the simulated values falling in the corresponding 

subinterval j  is 
n

j
, where j  - the number of sample points falling within j -

th subinterval, mj ,1 . 

To verify the simulation model can be used two-sample nonparametric 

uniformity criteria: the criterion of the Kolmogorov-Smirnov, criterion 2 , criterion 

2  etc. 

Computer simulation using autoregression model. Let Z, tt  - stationary 

random sequence (random process with discrete time), tm Μ - mean and 

Z, R  - correlation function of the sequence t . 

In the first stage of modeling is necessary to obtain statistical estimates of 

the mean and the correlation function of the process studied. Namely: 
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Without loss of generality, we will continue to assume 0m . 

Autoregression sequence has the form: 

Z,
1

 


 ta
p

k
tktkt  ,                              (3) 

where pkak ,1,   - real parameters; t  - centered stationary white noise with 

variance 2 tD ; p  - order of autoregression model.  

So to build a regression model of the studying process is necessary to 

evaluate parameters pkak ,1,  , 2 , and the order p . 
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To obtain estimates of the parameters pkak ,1,  , it is necessary to 

substitute the assessments pR ,0,ˆ   in the Yule-Walker equations and solve it for 

the unknown pkak ,1,  , 2 . As a rule, the Yule-Walker system of equations is 

solved using a fast algorithm of the Levinson-Durbin. The required solutions will be 

consistent estimators of the parameters of the AR-model. Note that the estimates of 

the parameters of AR-model by the above method are always lead to the 

construction of sustainable AR-models, that have very important tasks in the use of 

these models for computer simulation. 

The order p  of AR-model is also unknown in practice. It is possible to use 

a set of criteria for its assessment [8].  

Akaike criterion, called "the final prediction error" consists of statistics 

analysis 
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where )(ˆ 2 p  - white noise variance estimate of AR-model by order p . 

Statistic )(1 pK  is calculated for the values ...,3,2,1p to select the order 

of the AR model with the specified criterion. The order of value is selected such that 

the value )(1 pK  is minimized. 

A technique of using other criterion is a similar. Akaike Information 

Criterion has the form: 

ppnpK 2))(ˆln()( 2
2   . 

The criterion of "minimum description length": 
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Criterion Parzen, called "transfer function regression criterion" has the form: 
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Differences of using these criteria by the real processes were analyzed in 

[10]. It should be noted that for the simulated AR-processes all four criteria give the 

same results. 

Computer simulation algorithm will be as follows [8]: 

- parameters pkak ,1,  , 2  of the simulated AR-process, which 

correspond to estimates obtained previously are set; 

- sequence for centered stationary white noise 

...,2,1,0,1...,,2,1,,  ppptt  with a given distribution and variance 

2  is generated; 

- AR-sequence is generated by the formula (3) for ...,2,1,0t , assuming 

0t for 1...,,2,1,  pppt  (zero initial conditions). 
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The damped transitional process takes place by choosing the zero initial 

conditions 1,,0  ptt  in the simulated sequence. Therefore, samples t of the 

desired stationary AR-sequence will be obtained only for ...,2,1, 111  tttt  

where pt 1 . 

The evaluation of the correlation functions the studied process (simulated 

process) and it generated AR model can be compared to verify the resulting 

computer simulation model. 

Conclusions. Information support of computer measuring experiment in the 

evaluation of noise processes characteristics is given. Structural model of the noise 

signal based on a linear random process was considered. Algorithms of a computer 

simulation of the noise processes using histogram analysis and autoregression model 

were proposed. The simulation was performed on the basis of real (experimental) 

data noise processes measurement. 
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