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A DEFINED SEGMENT STRUCTURE

laroslav Lytvynenko

Ternopil Ivan Pul'uj National Technical University, Ternopil, Ukraine

Summary. The article considers the problem of determining the rhythm function of some continuous
cyclic function by the means of interpolation of the embedded in it discrete rhythm function, which is defined by
the segment structure of the cyclic signal. The method of the quadratic interpolation of the discrete rhythm function
is suggested. The necessary analytical values for conducting the partially-quadratic interpolation of the discrete
rhythm function have been defined.
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Problem setting. Events that are characterized by availability of oscillation properties
are widely used in the fields of medicine and economics. Such events and processes are called
cyclic [1-3] because their spatial-temporal structure consists of series of cycles. This cyclic
structure describes deployment of rhythm of an event or a process in time or space. Such
structure is diverse and unique for each process or signal. Therefore, development of new
methods of diagnostics and simulation modeling of cyclical events, processes and signals is an
actual scientific and technical problem.

Analysis of recent researches. In the papers [4, 5, 6] a mathematical model of
oscillation events and signals defined as a cyclic function is described, which generalizes the
notion of periodic and almost periodic functions for deterministic and stochastic cases, in
particular the notion of continuous and discrete random cyclical processes with time-zone
structure has been introduced. In the papers [7, 12] it has been shown that the cyclical rhythmic
structure of any cyclic function is completely described by the function of rhythm, which
describes changes of time intervals between the values of single-phase of the cyclic function.
In automated systems of digital processing of cyclical data, including cardio diagnostic,
methods of discretization are used [8], statistical analysis [9] and simulation modeling [10] of
a cycle signal, which can be used with the predefined rhythm function.

However, in the most tasks of analysis of cyclical rhythm signals their function is
unknown, and therefore it is necessary to previously carry out its assessment. In the papers [7,
12] the method of piecewise linear interpolation of rhythm function has been described although
in most practical cases, priori nothing is known about the patterns of change in rhythm function
inside the segments cycles and the segments-zones of cyclical signal. So, it is naturally, with
such uncertainty to use different types of interpolation functions.

Objectives. This article focuses on the problem of evaluation of functions of rhythm,
quadratic (parabolic) interpolation of the discrete functions of cyclical rhythm signal with the
segment structure.

Main part. In the papers [5, 6] the definition of the cyclical casual process with time-
zone structure (segment) has been given. It should be noted that in some works, the term «time-
zone structurey is used; this is due to specific application area of the studied signals — cardio-
metrics.
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In this paper we will use the term «segment structure», since this concept covers and
generalizes the notion of the cycle, zone and is directly related to the methods of segmentation,
that are needed for the problem of determining the discrete functions of rhythm through the
points in time, corresponding to the limits of segments of zones or cycles.

On the stage of segmentation, when the divided segments of signal have not yet passed
the identification of belonging to the cycle or to the appropriate zone, they have a generalized
name — «segmenty.

A cyclical casual process {&(m,t), @ € ©,t e R} is called the cyclical casual process with

time-zone structure (segment structure) with the function of rhythm T(t,n) which can be
represented as (cycles through process-cycle segments)

f(a),t):chm(a),t),a)eﬂ,teR, Q)
meZ
where o — elementary event; Q — space of elementary events; & (w,t) — corresponds to m —
segment cycle of cyclical casual process, which is defined as

Elot)=&(@t)- 1, (hmeZ e, teR, ()

where I, (t) — is the indicator function m — is the segment cycle, which is equal to

LteW,,
IWm(t)z{O te W . ®)

The areas of definition W, of the indicator function m (segment) i.e. cycle process are
determined by the half interval

Wm = [tm ' tm+1) 4 (4)

where t, — is the start time m — is the segment-cycle process.

In case when each cycle of the cyclical signal contains smaller segments-zones then the
random cyclical process can be presented in a form (through the process zones, segments-
Zones)

N

§(a),t)=ZZﬁT(w,t),weQ,teR, (5)

meZ j=1

where &,(t),te W, — j —is the segment-zone B m — is the cycle of cyclical casual process

that is:

(@ t)=&(o,t) 1, =&, (01)- 1, () meZ j=LN,we teR. (6)

i i

where 1, (t) —is the indicator function j — is the segment-zone B m — is the cycle, that is

)

IW,_n (t):

LteW,,
0,teW,. )
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Areas of definition W, of indicator function j segment-zone in m cycle process, is

]

determined by half interval

oty ), ®)

where t, —is the start time j —is a zone in m — is the cycle of process.
]

Random process (2), which corresponds to m — cycle of cyclical random process,
associated with the random process (6), which corresponds to j — segment — zone of cyclical
casual process, with the following ratio

N

E o)=Y ¢, (t)teW,, VmeZ. 9)

=

Areas of definition of the zones and process cycles with segment structure are satisfied
with the following ratio

N N
w, =Jw,, JUW., =R, W, =@, W, W, =@, j, # j,. (10)
j=1 ) ] 1 I8 12

meZ j=1

Segment structure of cyclical casual process is given by multiple points in time,
corresponding to the beginnings of segments — zones of cyclical process

Daz{tm,mez,sz_I\I},tm:tm,VmeZ, (11)

However for certain points in time the conditions of isomorphism are carried out
relatively to the order of samples that correspond to the segments and also equality of attributes
of values of segments [5, 6, 12].

Dt, <>ty >t teW,meZ, j=1N;
2) p(&, () = P&, (t, ) > AteW,0eQmeZ, j=1N,

where A — is the set of attributes, for example, the attribute is the equality of values of all
single-phase samples, i.e. the condition is carried out f(t)= f(t+T(t,n)), te W,meZ the
attribute is the equality of values p(f (t)) = f (t).

In case when the smallest segment of the cyclical random process is its cycle then the
segment structure may be defined by a plurality of the points in time of the beginnings of its
cycle: D, ={t,, me Z}.

Due to the given set of beginnings of segments zones the discrete function of rhythm
can be defined as T (t, ), which is embedded in the continuous T(t,n), that is

T(,,n)=t,.-t,,VvmneZ, j=1LN. (12)

In case, if the smallest segment of the cyclical random process is its cycle, then the
discrete function of rhythm will be determined by the moments of beginnings of cycles of
random process &(,t)
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T(,,n)=t . —t,vmneZ. (13)

Thus, the information about the beginnings of segments- zones of cyclical random
process allows to define its discrete rhythmic structure, information about which is contained
in discrete function of rhythm T (tT ,n), which is embedded in a continuous function of rhythm

T(t,n) of cyclical random process of continuous argument. Examples of implementations of

cyclical signals and their functions of rhythm is shown in figures 1 — 3.
To determine the set of points in time (11) we will use the method of segmentation
[1, 11].

Havinggot D, = {t,,me Z} and D, = {tm, meZ, j =1,.N} we will go to interpolation
of discrete functions of rhythm (12) and (13) and evaluate the continuous function of rhythm
T(t,n).

Quadratic interpolation of the function of rhythm
Let us consider the type of interpolation — quadratic (or parabolic) interpolation.

Interpolation function of the discrete function of rhythm T (t,1) will look like

T(t1)= Y7, (D teR, (14)

meZ j=1

where {r (t ,1)} — is the set of interpolation segments that are equal:

T, (tl)=a, -t +b, t+c,,teW, meZ j=1LN. (15)

i i

Thus, with quadratic interpolation of the function of rhythm it is necessary to find three
sets of coefficients {a_m, meZ, j =1,_N} ,{bm, meZ, j :1,_N} and {cw, meZ, j :L_N} , that
fully define the interpolation function T (t,1) for each of the defined segments.

In the role of interpolation function in the interval [tm o J square trinomial is taken (15).

To determine the unknown coefficients of which three equations are required (16). We will find
expressions for calculating the unknown coefficients of interpolation function. For this we will

write the equation of parabola, connecting the points with coordinates(tm;f(tm,l)),
(t, ;T(t, ) and (t, ;T(t, 1)), that is combines the readings of discrete function of rhythm

T(t,.1) atthe time pointst,,t, Tat, :

j j+l j+2

j+1 . j+1 j i+l j 16
T, (t1)=a, t, “+b,-t, +c,, (16)
j+2 j j+2 j j+2 j
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According to equations (16), coefficients {am, meZ, sz.I\I},{bm, meZ, jzl,.l\l} and

{cm, meZ, j= 1_N} will be determined according to the expressions:

¢, =T, )-a,-t,°~b,-t,,meZ j=1,N-2, (17)

T, )-Tt,1)-a,-(t, °-t,°)
b, = —= t t' M1 meZ j=1LN-2, (18)

i+ i

T D-TED T, H-T.D S
a = i _ A ! ,meZ,j:l,N—Z. (19)
I (tm _tm)'(tm _tm ) (ttﬂ _t.m)'(tm —t, )

j+2 j+l

According to the conditions [4, 5, 6], that are imposed on the interpolation function
7(1.1) jts derivative must be greater than — 1, and this is possible only when the derivatives of
the functions {r (t,1)} will be greater than — 1.

The derivatives of the function {r " (t,l)} are equal to

-Ic.m'(t’l)z 2-a,-t,+b, >-1. (20)

]

In practice, this condition will not always be performed (20) on the function of the
rhythm due to the coefficients {am, meZ, j :1,_N} and {bm, meZ, j =1,_N} :

Therefore, it is proposed in the method of quadratic interpolation of discrete function of
rhythm to use the additional condition (20). After determining the coefficients (17) — (19) it is
necessary to check the condition (20), and in cases when it is not done it is necessary to use
replacement of quadratic interpolation to the linear one. Thus we can provide a necessary

condition for the function of rhythmT(t,1) > -1, since for the linear interpolation this condition

for the rhythm function is always performed [7].
In such cases for the linear interpolation we will determine the coefficients

{k_m, meZ, j :L_N} and {dm ,meZ, j =1,—N}, according to the known formulas [7],

and interpolation polynomial (15), taking a,, =0, will look like,

T.(t1)=k, t+d,,teW, meZ j=1N. (21)

]

Let us apply received above values for the evaluation of the function of rhythm of
different cyclical signals. Discrete function of rhythm we will get by applying methods of
segmentation of cyclical signal [1, 11]. Figure 1 presents the electrocardio signal and discrete
function of rhythm (data is given in arbitrary units).
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Figure 1. Electro cardio signal and the interpolation of its discrete rhythm function
a) Electrocardio signal; b) Result of the partially-quadratic interpolation of the discrete rhythm function
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Figure 2. Cyclic economic process and the interpolation of its discrete rhythm function
a) Cyclic economic process (USA auto financing activity index); b) Results of the partially-quadratic
interpolation of the discrete rhythm function
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Figure 3. Process of orderly surface creation of a steel model and the interpolation of its discrete rhythm
function a) Process of orderly surface creation of a steel model that is processed outdoors (the process is

presented in the form “width of the element of the surface - length of the presented area”); b) Results of the
partially-quadratic interpolation of the discrete rhythm function
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The given method is one of the simple methods for constructing of the interpolation
function, which is not always adequately describes the variations of the function of rhythm of
real cyclical signals. In this regard it is necessary to develop other methods of interpolation of
the function of rhythm e.g. using splines, polynomials of the third order or polynomials of the
higher order.

Accuracy of the method of interpolation of discrete function of rhythm depends on many
factors [12] primarily depends on the accuracy and correctness of segment structure, points in
time of the beginnings of segments — cycles and segments — zones. However, the more the
researched signal will include segments — zones on the cycle, the more information about the
samples of discrete functions of rhythm we will get and thus it will be more accuracy of its
interpolation.

Conclusions. In this paper, the method of piecewise quadratic interpolation function of
the cyclical rhythm signal based on consideration of information about its segment structure
has been designed. Appropriate calculated formulas to determine the coefficients of the
polynomial interpolation have been received. This method of interpolation complements the
cyclical signal processing unit and can be used in digital systems of automated processing of
data in real cyclic medicine, mechanics or economics.

In further research the accuracy of the developed method of piecewise quadratic
interpolation of the rhythm function and the famous (piecewise linear interpolation functions
of the discrete rhythm) are going to be examined. The question of choosing the optimal
interpolating polynomial remains unexplored: linear or quadratic in the tasks of interpolation
of discrete function of rhythm of different cyclical signals, that is also planned in the future
researches.
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