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In many (we can even argue that in the majority of) a superposition of plane monochromatic waves of
applications of radio engineering and radiophysics 
(exploration of the space, sea, interior of the earth; seis
mic geophysical investigations; etc.), input data vary in 
space

the form

Pit, r) exp {i(f kr)},
and time. Processing of such data, first, at the where k is the wave vector in the direction orthogonal

stage of data sampling and transmission and then in the to the wave front. In other words, the spectral expan
process of analysis, should take these variations into sion can be written as

£(*> r) J exp[((r k r )}Z(dX, d \ ) , ( 1)
RX

method of detection and the given design of detectors.

account. Optimal processing conditions in space and 
time are usually considered separately from each other.
Optimizing spatial processing, one takes into consider
ation the properties of amplitude distribution of a cer
tain physical quantity in space and time for the chosen where Z(A^, Ar) is the stochastic measure. This expan

sion of the field corresponds to the representation of the
Temporal optimization implies analysis of the detected STCF in the form 
signal. However, such an approach cannot guarantee
optimal properties of the system as a whole because 
optimizing the entire system requires the consideration 
of a unified criterion. Such a criterion should be chosen 
within the framework of a model of the problem being 
solved by the system (detection, estimation of parame
ters, classification, or recognition). Taking into account

r ( t , , t2; r „ r 2) exp[«'(A.it i 2*2 |Г|
ЯX

+ k2r 2)]F(dX,, d"k2, dri, d r2).

the specific features of (digital)
О

signal
For a stationary and uniform field, we have

processing*
physics of an object, treatment of the input signal as 
a multidimensional random process, and interpretation

rih,t2;r,,r^ R(t i h\ r. r2) R(u, v) (2)
In this case, which develops the concept of a con 

of the system for spatial and temporal processing as ventional stationary stochastic process of a single vari
a multichannel system, we should choose and develop able, we can apply, after obvious modifications, meth
appropriate models.

In such a situation, it is natural to choose the model 
of the signal (the spatial-temporal field) in the form of 
a function of many variables whose

ods of processing developed for stationary stochastic 
processes of a single variable.

The next step toward selecting practically impor
tant, physically significant, and mathematically con- 

defined as the coordinates of the point specified by a structive stochastic fields is associated with introducing
arguments are

vector r  = (jc, y, z) and the time t. In correlation theory, periodically distributed and periodically correlated ran-
along with the mathematical expectation m(r, r) = £^(r, r), dom fields. Such fields extend the rhythm of natural
where E denotes averaging over the distribution, a field phenomena and models of this rhythm to the corre-
is characterized by the spatial-temporal correlation sponding types of periodical nonstationary processes.
function (STCF),

r ( t ■ > г., r2) £ s( 'i. r iK ( f2, r 2

where 0 indicates a centered random quantity. The field 
is referred to as stationary if this function depends only
on the difference t i t2 u, and the field is called uni
form if this function depends on r l r 2 v (in these sit-
uations, the mathematical expectation is independent of 
parameters t and r, respectively). The field is isotropic
if the STCF depends only on The spectral expan-

In turn, these processes form a subclass of stationarized 
(analogs of stationary processes in the restricted 
sense) and energy classes (analogs of second-order
processes [2, 3]). The theory of such processes pro
vides a background for developing methods of studying 
the periodicity in the structure of random fields. Specif
ically, we will define periodically correlated fields as 
fields whose STCFs feature the invariance with respect 
to joint shifts by quantities T and L = (LxLy, Lz) repre
sented by fixed numbers, which are referred to as cor
relation periods. In other words, we have

sion is defined as the representation of the field as r(f. + T,t2 + Г; r. + L, r2 + L) = K 'i, h\  r ,, r2) (3)
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Clearly, if the property of invariance holds for any 

shifts, the above relation is reduced to formula (2), and
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we deal with a stationary isotropic field. Using for
mula (3), we derive

F{dX|, dX,\ d r it d t j )
k.p

b(X1 2 + kT)

x  S(r і r2 + pL)F k (dXu d r ,).

This property demonstrates that the considered field 
can be decomposed into stationary isotropic compo
nents coupled by stationary isotropic relations.

We can describe random fields of the above-speci
fied class by applying, with appropriate modification,
all methods of analysis developed for periodically non- 
stationary random processes. Specifically, we can use 
the inphase method, which is based on a sequence of 
counts separated by the correlation period, and the 
method of filters, which uses spectral fragments with

pie, i.e., as the maximum depth of the relief of this esti
mate. To introduce a measure of the relief depth, we can 
use the amplitude or any variation of this estimate.

Note that the assumption that the correlation period 
is a random quantity, which is widely encountered in 
literature, is incorrect. Indeed, using this assumption, 
we, in fact, accept another model corresponding to a 
mixture of periodically correlated random processes [4] 
or to twice-stochastic processes [ 1 ]. Determining prob
abilistic characteristics in such a situation would 
require averaging over the distribution of the period. 
However, in the latter case, the resulting process cannot 
be considered as periodically correlated, which is illus
trated by a counterexample of a process £(/) = cosar, 
where a  is a random quantity that is uniformly distrib
uted within the segment [-1, 1]. Obviously, the mathe-

frequency bands A 2 k
and R

2% . These methods matical expectation m^(r) smr
t and the covariances

sin (r + s)
t + s

+ sin (r
t s

sinrsinj
ts

for suchreduce the field to a combination of stationary isotropic 
components. Furthermore, we can apply the compo
nent method, which implies estimating components of 
Fourier characteristics. These methods are applicable if results obtained under this assumptions is not clear 
the correlation periods are known.

a process are aperiodic. Therefore, the meaning of the

substantially different situation occurs in the 
opposite case that is closely related to the general prob
lem of revealing a hidden periodicity. This situation 
was originally considered by A. Schuster. In this case,
we deal with the problem of determining the correla
tion period.

natural method for determining the correlation
period is to generalize the well-known Bui-Ballot 
scheme for estimating the period of a periodic function. 
According to this approach, we should estimate charac
teristics of a periodically correlated random field 
applying one of the methods for each trial value of the
correlation period T.p о+ pK p 0, M , under the
assumption that the segment [Г0, (M -  1 )h + T0]
includes this period. Then, the criterion of the best esti
mate of the period is defined as the minimum smooth
ing of the estimate of the probabilistic characteristic of 
the field Xb£Tn) calculated for an /V-dimensional sam-
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