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Tersana Ky:xna
TepHONTBCHKUI HAITIOHAIBHUM TEXHIYHUI YHIBepcuTeT iMeHi [Bana [lymtos

IMPOTHO3YBAHHS OBCSTIB ITIPOJAXKY gPoz[yKuli HA OCHOBI
BATATO®AKTOPHOI PET'PECIMHOI MOJEJII

Anomauin. B cmammi onucano memoo 6a2amoghakxmopHo2o pezpecitino2o MOOeno8anHs,
meopemuyHuti nioxio 00 noby008u pecpeciinux Mmooeiel, NOPA0OK PO3PAXYHKY KilbKICHO20
NPOCHO3Y 3ANEeHCHOI 3MIHHOI ni0 6Nau8OM OeKLIbKOX He3ANeHCHUX 3MIHHUX. 3acmocosano
meopemuyHUull Mamepiani 00 NpocHO3Y8aAHH 00CA2I8 NPOOAXCY NPOOYKYIL Ni0 BNIUBOM OUIKYBAHO20
00X00y CnoJicueayie ma eumpam Ha peKIamMHy OislbHicmb. 30iliCHeHO nepegipKy OmpuMaHoi
bacamoghakmopHoi  peepecitinoi moldeni HA CMAMUCMUYHY HAOIUHICMb mMa 3HAYYWICMb mda
PO3PAX08aHO NPOSHO3 00CA2I8 NPOOANCY NPOOYKYIT HA HACMYNHULL NepioO.

Knrouosi cnosa: pecpecivinuil ananiz, 3a1exCHa ma He3a1exiCcHa 3MiHHI, bacamogakmopHa
pezpeciiina Mooenb, CmamucmuyHa HAditiHICMb Ma 3HAYYWICMb, eKCMPanoaayis mpenois, NPocHO3
00cs12168 NPOOAHCY NPOOYKYI.

Tarbana Ky:xna

INPOHO3UPOBAHUE OBBEMOB MPOJAK HPOAYKLIUA HA
OCHOBAHMHU MHOT'OPAKTOPHOU PETPECCUOHHOU MOJAEJIN

Annomayusn. B cmamve onucano Memoo  MHO20(AKMOPHO2O — pecpecCUOHHO2O
MOOeNUPOBarUs, MmMeopemudecKuli. nooxo0 K HOCMPOEHUIO PecPecCUOHHbIX Mooelel, NOps0oK
pacuema KOIUYECMBEHHO20 NPOSHO3A 3ABUCUMOL  NEPEMEHHOU NO00  GIUAHUEM HeCKOIbKUX
He3a8UCUMbIX NnepemMeHHbIX. Hcnonv3o6ano meopemuyeckul mMamepuanlr K NpOSHO3UPOBAHUIO
00BeM08 NPOOaNC NPOOYKYUU NOO GIUAHUEM 0ACUOAEMO20 00X00a nompebumenel u 3ampam Ha
peknamuyio  oeamenvHocms.  Ocywecmenena  npogepKka  NOJAYYEHHOU  MHO20AKMOPHOLL
PecPecCUOHHOU MOOeNU HA CIMAMUCMUYECKYI0 HAOEHCHOCIb U ZHAYUMOCHb, PACCYUMAH NPOSHO3
00beM08 nPoOaic NPOOYKYUU Ha CLedVIOWUL NePUuoo.

Knwuesvie cnoea: pecpeccuonHvlii aHanus, 3A6UCUMAs U HE3ABUCUMAS NEPEMEHHbLE,
MHO20()AKMOPHAsL  pecPecCUOHHAsL MOOelb, CMAMUCIUYECKAs HAOENCHOCMb U 3HAYUMOCHIDb,
IKCMPAnoAyuUsi mpeHo08, NPO2HO3 00bEeMO08 NPOOaA*C NPOOYKYULU.

Tetyana Kuzhda

RETAIL SALES FORECASTING WITH APPLICATION THE MULTIPLE
REGRESSION

Abstract. The article begins with a formulation for predictive learning called multiple
regression model. Theoretical approach on construction of the regression models is described. The
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key information of the article is the mathematical formulation for the forecast linear equation that
estimates the multiple regression model. Calculation the quantitative value of dependent variable
forecast under influence of independent variables is explained. This paper presents the retail sales
forecasting with multiple model estimation. One of the most important decisions a retailer can make
with information obtained by the multiple regression. Recently, a changing retail environment is
causing by an expected consumer’s income and advertising costs. Checking model on the goodness
of fit and statistical significance are explored in the article. Finally, the quantitative value of retail
sales forecast based on multiple regression model is calculated.

Keywords: regression analysis, dependent and independent variables, multiple regression
model, goodness of fit and the statistical significance, trend extrapolation, retail sales forecast.

Introduction. Regression analysis includes many techniques for modeling and analyzing
several variables, when the focus is on the relationship between a dependent variable and one or
more independent variables. Regression analysis is also used to understand which among the
independent variables are related to the dependent variable, and to explore the forms of these
relationships. Regression analysis can be used to infer causal relationships between the independent
and dependent variables. Variables which are used to explain other variables are called explanatory
(or independent) variables. A dependent variable is what you measure in the forecast. The
dependent variable responds to the independent variable. It is called dependent because it “depends”
on the independent variable [1].

Regression modeling is the process of construction forecasting models based on the
relationship between a dependent variable and independent variables to make the future forecast.
Regression modeling is a kind of multifactor forecasting. The basis of regression modeling is the
construction of regression models.

Regression models are used to predict one variable from one or more other variables.
Regression models provide the scientist with a powerful tool, allowing predictions about future
events to be made with information about past or present events. In order to construct a regression
model, both the information which is going to be used to make the prediction and the information
which is to be predicted must be obtained from a sample of objects or individuals. The relationship
between the two pieces of information is then modeled with a linear transformation. Then in the
future, only the first information is necessary, and the regression model is used to transform this
information into the predicted. In other words, it is necessary to have information on both variables
before the model can be constructed [1, 6]. Regression models are one of the most famous examples
of economic and statistical models used in the forecasting of socio-economic processes.
Construction of the regression models includes the following stages:

1) Selection of an object to forecast. The objects of socio-economic forecasting are the
economic processes (for example, inflation, demand, supply, exchange rate, etc.), any indicator
describing the company activity (for example, production, price, profit, income, sales, costs, etc.),
any indicator describing the national economics (for example, gross domestic product, gross
investment, national income, government spending, export, import, external debt, etc.), any
indicator describing the social processes (for example, wage, bonus fund, incentive fund, overtime
payments, employment and unemployment, emigration and immigration, etc.). An object of
forecasting is a dependent variable.

2) Selection of the factors (independent variables) that explains the changes in the socio-
economic processes. The factors should be in the causal link to the object of forecasting and all
factors must be quantitatively measured and significant. For example, company’s retail sales depend
on expected consumer’s income and advertising costs. In this example, company’s retail sales are
the object of forecasting (or dependent variable); the expected consumer’s income and advertising
costs are factors or independent variables.

3) Data collection is the process of obtaining useful information on key quantitative
characteristics of socio-economic processes. Statistical information necessary to forecasting can be
obtained from primary and secondary data sources. Data processing is any process that summarizes,
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analyzes or otherwise converts data into usable information. Information base of forecasting based
on regression models is the several interrelated time series with a feedback relationship.

4) Selection of the mathematical dependence between the factors or independent variables
and dependent variable. Regression models can be described by the following types of
dependencies: linear, power, logarithmic, etc. In linear regression, data are modeled using linear
functions, and unknown model parameters are estimated from the data.

Linear regression is an approach to modeling the relationship between two or more
independent variables (X) and a single dependent variable (Y). The case of one explanatory variable
is called simple regression model. More than one explanatory variable is multiple regression
models.

On practice is widely used the more general multiple regression model. General multiple
regression model can have multiple explanatory variables. Multiple regression model is a flexible
method of data analysis that may be appropriate whenever a quantitative variable (the dependent
variable) is to be examined in relationship to any other factors (expressed as independent variables).
For example, a multiple regression model might examine average salaries (dependent variable) as a
function of age, education, gender and experience (independent variables).

Multiple regression requires a large number of observations. The number of periods must
substantially exceed the number of independent variables you are using in regression. The absolute
minimum is that you have five periods [1, 6].

The forecast linear equation that estimates the multiple regression model look like (1):

Y=b,+b-X,+b,- X, +..+D, -X,, . (1)

where ¥ — is called the exogenous variable, response variable, measured variable, or
dependent variable. The decision as to which variable in a data set is modeled as the dependent
variable and which are modeled as the independent variables may be based on a presumption that
the value of one of the variables is caused by, or directly influenced by the other variables;

X X,y X

1> m  — are called endogenous variables, explanatory variables, input
variables, predictor variables, or independent variables at period #;
by» bis by b, _ are the regression coefficients; by - measures the changes in Y with

respect to random factors that are not included in the regression model; b = measures the changes

b2 - X2t . bm -

in Y with respect to X ; measures the changes in Y with respect to 3 e measures

the changes in Y with respect to Ko .

To find the regression coefficients (b, b;, by, b,) need to calculate the system of normal
equations. The calculation formulas are complex. For multiple regression, it is almost imperative to
use computer software (Data Analysis) to the prediction equation. Corresponding to the multiple
regression equation, software finds a forecast equation by estimating the model parameters using
sample data.

5) Checking the model on the goodness of fit and the statistical significance based on
statistical coefficients. If a model is reliable and statistical significant, the forecast will be accurate.

6) Calculation of the independent variables forecasts is the process of prediction the
independent variables under influence of a time factor. To find the quantitative values of
independent variables forecasts we can use the forecasting based on trend extrapolation.

7) Calculation of the forecast based on regression modeling is the process of prediction the
quantitative value of dependent variable under influence of independent variables.

Multiple Model Estimation in Practice. Application above theoretical information for
forecasting based on multiple regression is described in example below. Statistical data on retail
sales, expected consumer’s income and advertising costs within 10 months are given on table 1. We
want to explain how to calculate the retail sales forecast for January based on multiple regression
model.
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Table 1
Statistics on retail sales, expected consumer’s income and advertising costs
Months Retail sales, Expected consumer’s|Advertising costs,
thousand dollars income, thousand dollars [thousand dollars
Mart 125 20,0 12,5
April 126 20,2 12,7
May 128 20,5 12,8
June 130 20,7 13,0
July 131 20,9 13,2
August 133 21,2 13,5
September 139 21,5 13,7
October 142 22,1 13,8
November 145 22,7 14,0
December 150 23,5 14,4

In this example, company’s retail sales

are dependent variable Y; the expected consumer’s

income and advertising costs are factors or independent variables.

To find the retail sales forecast based on regression modeling we need to use the multiple

regression model (2):

Y=b0+b1'X1t+b2'X2t’ (2)

where Y — is the forecast of company’s retail sales, thousand dollars;

I — is the expected consumer’s income at period ¢;
X,,

by,

— 1s the advertising costs at period #;

b by e the regression coefficients.

The calculation of coefficients ?» % P2 s long and laborious process. Microsoft Excel

provides a lot of possibilities to forecasting based on regression modeling. Statistical data on retails
sales, expected consumer’s income and advertising costs within 10 months should be presented on
Excel spreadsheet. Firstly, select the “Data” menu / “Data Analysis” / “Regression” (Figure 1).
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) Connections ﬂ ﬁ { ¥~ B8 j( J’E d‘gp ﬂﬂ Aﬂ “ﬂJ Show Detall || Data Analysis
L fopegppy || o H = $ T B ez g g ?QSUIW
ﬂ Sort | Filter 7 Textto Remove  Data  Comsolidate Whatdf  Group Ungroup Subtotal
e Tedt Sources 7 Aavanced | Columns Duplicates Validation * Analysist | v v
Get External Data Connedtions Sort & Fifter Data Tools Outling fi Analysis
il v fe
A B C D E F G H J K L
‘ Espected consumer's income, | Advertising costs,
Months Retad sales, thonsand dollars P ’ B CO5.
1 thousand dollars thousand dollars \
7 Mart 15 0 125 Data Analysis m_ﬂ&
3 Aprd 126 202 127 Analyss Tools
4 May 128 2035 128 mib?gfzm .
loving Average Cancel
b Jme 130 07 13 Random Number Generation
i 9 3 Rank and Percentle
6 31 09 13
7 August 133 22 135 Samping
t-Test: Paired Twa Sample for Means E
5 E
§ September 139 25 137 tTest: Tio-Sample Assuming Equal Variznces
9 October 142 71 138 Test: Tow-Sample Assuming Unequal Vriances
= : . 2-Test: Two Sample for Means Y
10 November 145 n1 14
11 December 150 B3 144

Fig. 1. “Data” menu / “Data Analysis” / “Regression”
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The following window appears (Figure 2). The first box is the “Input Y Range”. Here, we
tell Excel about our dependent variable (retail sales). The dependent variable must be a column. To
fill “Input Y Range” need click here and enter the cell reference for the range of data on retail sales.

The next stage is to input independent variables. The independent variables must be a block
of data, if the independent variables are several, or column of data, if the independent variable is
one. In the dataset we are using we have two independent variables: the expected consumer’s
income and advertising costs. To fill “Input X Range” need click here and enter the cell reference
for the block of data on expected consumer’s income and advertising costs.

If the Confidence Level equals to 95%, you can say that you are 95% sure that the retail
sales forecast will be accurate.

Next we tell Excel where we want the results to be written. To fill “Output range” enter the
reference for the cell (B13) of the output table. So, finally, we click OK.

E?m Y - Vs Bookd - Microsoft Excel =
M i
—/ Home Insert Page Layout Formulas Data Review View
| = EL Data Analysis
E ?é Solver
} ¢
i
Get External Data Connedions Sort & Filter p Data Tool: Qutling N Analysis
B13 - I3 | Regression -2 &J
2 : c D - .
. Expected consumer's income, Advertising costs, ioutrinces wsasmstt [
Months Retail sales, thousand dollars P : € : —

1 thousand dollars thousand dollars Input X Range: pr—— =
2 Mart 125 20 125 Hel
3 Apil 126 202 127 Labels Constant is Zero IL/
1 Mav 128 70:; ]7:5 Confidence Level: 95 %
5 June 130 20,7 13 Qutput options
6 July 131 209 132 @ Qutput Range: 8513 E3
7 August 133 212 135 New Warkshest Ply:
8 September 139 215 13,7 New Warkbook
9 October 142 21 13.8 Residuals
10 November 145 227 14 Residuals Residual Plots
1 December 150 15 144 Standardized Residuals Line Fit Plots
12 Normal Probability
ET % : Normal Probability Plots
14
s

Fig. 2. Regression window

And we get a lot of output. The regression output has three components: Regression
statistics table, ANOVA table, Regression coefficients table (Figure 3). Figure 3 contains the
information need to get the multiple regression model.

Quantitative values of the coefficients: by is opposite “Intercept” (b°= — 33,926); by s

opposite “X Variable 1” (b1 =5,204); b, is opposite “X Variable 2” ( b, 4,328).
The multiple regression model need to forecast the retail sales (Y) for January is:
Y =-33,926+5,204- X, +4,328-X ,, 3)

We have the multiple regression model (3) need to forecast the retail sales, but quantitative
value of the forecast using Data Analysis we can not get.

The next stage is checking the multiple regression model (3) on the goodness of fit and the
statistical significance. And after checking the model, we can calculate quantitative value of the
retail sales forecast.

Statistical goodness of fit for the multiple regression model can be determined by the
following statistical coefficients: the correlation coefficient (), the coefficient of determination (R
and adjusted coefficient of determination (4R?).
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Clipboard {F Font [ nment (F Mumber Styles Cells Editing
B13 - - | SUMMARY QUTPUT
A B s D E F G H 1 ]

13 ISL',\'L\«LARY OUTPUT |

14 Regression Statistics

15 Multiple R 0,99254985

16 R Square 0985155205

17 Adjusted R Square 0.980913834

18 Standard Error 1,187452526

19 Observations 10

20 ANOVA

21 df S5 MS F Significance F

22 Regression 2 653,0296955 3275148477 232273 3.98575E-07

23 Residual 7 9.870304515 1.410043502

24 Total 9 664.9

25

26 Coefficients Standard Error t Stat P-value  Lower 95% Upper 95%  Lower 93,0% Upper 93,0%

27 Intercept -33.92570899 9339627047 -3,632447936 0,00837 -56,0104176 -11.84100038 -36,010418 -11,84100038]

28 X Variable 1 3.204255446 559721776 3336656272 001248 151609951 8.892411382 151609951 8892411382

29 X Variable 2 4.327764994 :\\;&1@50489 52014059 017228  -2.404203173  11,05973316 -2.4042032 11.05973316]

Fig. 3. The regression output: Regression statistics table, ANOVA table, Regression
coefficients table

Coefficient of determination (R°) — is a measure to assess how well the multiple regression
model explains and predicts future outcomes. It is expressed as a value between 0 and 1. A value of
one indicates a perfect fit, and therefore, a very reliable multiple regression model for future
forecasts. A value of zero, on the other hand, would indicate that the multiple regression model fails
to accurately forecast the dataset [3, 5].

The following points are accepted guidelines for interpreting the coefficient of
determination: values between 0 and 0,3 indicate a weak positive linear relationship; values
between 0,3 and 0,7 indicate a moderate positive linear relationship; values between 0,7 and 1
indicate a strong positive linear relationship.

The correlation coefficient (r), is a measure of the strength of the relationship between two
or more independent variables (X) and a single dependent variable (Y).

One of ways to find this coefficient is the following: correlation coefficient () is the square
root of the coefficient of determination (4):

The correlation coefficient takes on values ranging between +1 and -1. The following points
are accepted guidelines for interpreting the correlation coefficient: 0 indicates no linear relationship;
+1 indicates a perfect positive linear relationship; -1 indicates a perfect negative linear relationship;
values between 0 and 0,3 (0 and -0,3) indicate a weak positive (negative) linear relationship; values
between 0,3 and 0,7 (-0,3 and -0,7) indicate a moderate positive (negative) linear relationship;
values between 0,7 and 1 (-0,7 and -1) indicate a strong positive (negative) linear relationship [4, 5].

In a multiple linear regression model, adjusted coefficient of determination (AR?) measures
the share of the variation in the dependent variable accounted by the explanatory variables.
Adjusted coefficient of determination is generally considered to be a more accurate goodness-of-fit
measure than the coefficient of determination. The adjusted R* will always be less than or equal to
the coefficient of determination (R?). Adjusted coefficient of determination is particularly useful in
the feature selection stage of model building [4, 5].

4
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Adjusted coefficient of determination (R-Square) is computed using the following
formula (5):
(1-R*)-(n-1)

Adjusted R* =1— P
(n=k=D (5)

where R” — is the coefficient of determination;
" — is the number of observations (or periods);

k —is the number of independent variables.

To find the correlation coefficient and coefficient of determination we need to interpret
Regression statistics table (Figure 3).

Table 2
Regression statistics
Explanation
Multiple R 0,99254985 Correlation coefficient
R Square 0,985155205 Coefficient of determination
Adjusted R Square 0,980913834 Adjusted coefficient of determination
Standard Error 1,187452526 Standard Error is a measure of error in prediction
Observation 10 Number of observations used in the regression

Correlation coefficient can be calculated by the formula (4):
r =4/0,985155205 ~ 0,99

Correlation coefficient 7=0,99 may be interpreted as follows: approximately 99%
(0,99*100%) of the variation in the dependent variable (retail sales) can be explained by the
multiple regression model (3).

If the coefficient of determination is greater than 0,7, as it is in this case, there is a good fit
to the data. The coefficient of determination 0,985 means approximately 98,5% (0,985*100%) of
the variation in the dependent variable (retail sales) can be explained by the independent variables
(the expected consumer’s income and advertising costs).

Adjusted coefficient of determination by the following formula (5):

(1-0,985155205)- (10 — 1)

Adjusted R* =1-
10-2-1)

~ 0,981

Adjusted coefficient of determination 0,981 means approximately 98,1% (0,981*100%) of
the variation in the dependent variable (retail sales) can be explained by the independent variables
(the expected consumer’s income and advertising costs).

Checking the model on the statistical significance based on ANOVA table (Figure 3), where
(SS — is the sum of squares, the numerator of the variance; DF — is the denominator; MS — is the
mean square of variance; Significance F means the statistical significance of the multiple regression
model). ANOVA means an analysis of variance that consists of calculations that provide
information about levels of variability within a regression model and form a basis for tests of
significance.

Significance F means the statistical significance of the multiple regression model. In this
example (Figure 3), the value of “Significance F” is lower than 0,05, then we can say the multiple
regression model is generally acceptable and statistical significant to forecast of the retail sales
(3,98%107 <0,05).

Checking of each coefficient on the statistical significance based on Regression coefficients
table (Figure 3), where column “Coefficient” gives the quantitative values of regression coefficients
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b, &, @; column “Standard error” gives the standard errors (i.e. the estimated standard
deviation) of regression coefficients; column “t Stat” gives the computed t-statistic (is a ratio of the
departure of an estimated parameter from its notional value and its standard error); column “P-
value” gives the probability value for each regression coefficient. If “P-value” is less than 0,05 (5%
mistake probability), then the coefficient is statistical significant (95 % probability means the
forecast based on multiple regression model is accurate), and if “P-value” is more than 0,05; the
coefficient is statistical insignificant.

In this example, “P-value” for coefficient by is 0,008 (lower than 0,05), “P-value” for
coefficient b; is 0,01 (lower than 0,05), “P-value” for coefficient b, is 0,17 (higher than 0,05), then
we can say the multiple regression model in generally is statistical significant.

Thus, the multiple regression model (3) is statistical significant, the model is useful and
reliable to forecast. To find the forecast of the retail sales for January, at first, we need to calculate
the quantitative values of expected consumer’s income forecast and advertising costs forecast for
January.

Calculation of the expected consumer’s income forecast and advertising costs forecast for
January is possible using the forecasting based on trend extrapolation. To do this we need to find
the forecast of expected consumer’s income depending on time (¢) and the forecast of advertising
costs depending on time (¢). Firstly, we need to calculate the expected consumer’s income forecast
based on trend extrapolation (using a linear equation). Linear equation looks like (6):

Xe=a+b-t (6)

where X:—is the expected consumer’s income forecast based on trend extrapolation (or
advertising costs forecast based on trend extrapolation);

a and b —are the designate coefficients;

t — is the time unit.

Coefficient b can be calculated by the formula (7):

th—niz 7

where n — number of periods;
! —is the average value of variable  (time or independent variable);

X — is the average value of dependent variable x (average value of expected consumer’s
income or average value of advertising costs).
Average value of variable “#” can be calculated by the formula (8):

ot
" (8)

where n — is the number of periods;

Zt - is the sum of numbers from 1 to #;
Average value of variable “x” can be calculated by the formula (9):

X
no; )]

where n — is the number of periods;

Zx - is the sum of statistical data for »n periods.
Coefficient a can be calculated by the formula (10):

a=x-b-t (10)
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To write down a linear equation X1 =d@+b-1 (where X1~ is the expected consumer’s
income forecast) and calculate the coefficients “b” and “a” need to find: o ”, “x;*f” on table 3.

Results of calculations

Table 3

Expected consumer’s income (¥ ;), P
Months thorl)lsand dollars ) t g X%t
Mart 20,0 1 1 20
April 20,2 2 4 40,4
May 20,5 3 9 61,5
June 20,7 4 16 82,8
July 20,9 5 25 104,5
August 21,2 6 36 127,2
September 21,5 7 49 150,5
October 22,1 8 64 176,8
November 22,7 9 81 204,3
December 23,5 10 100 235
> 213,3 55 385 1203

Average value of time (¢) by the formula (8):

no 10
Average expected consumer’s income (x;) by the formula (9):

- 2133

X1

=21,33
Coefficient b by the formula (7):

,_1203-10-55-21,33
385-10-(5,5)°

~ 0,361

Coefficient a by the formula (10):
a=2133-0,361-5,5=19,34

Linear equation looks like:

xy=a+b-t=1934+0,361-¢

Forecast of expected consumer’s income for January based on trend extrapolation:

x1 =19,344+0,361-11~ 23,311

thousand dollars.

To write down a linear equation X2: =4 +b-t (where X2~ is advertising costs forecast)

and calculate the coefficients “b” and “a” need to find: “¢ ”, “x,*f” on table 4.
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Results of calculations

Table 4

Advertising costs (¥ ,), 2
Months thousand d%)llars ) t t X%t
Mart 12,5 1 1 12,5
April 12,7 2 4 25,4
May 12,8 3 9 38,4
June 13,0 4 16 52
July 13,2 5 25 66
August 13,5 6 36 81
September 13,7 7 49 95,9
October 13,8 8 64 110,4
November 14,0 9 81 126
December 14,4 10 100 144
> 133,6 55 385 751,6
Average value of time (t) by the formula (8):
t= & = i =55
n 10

Average advertising costs (x;) by the formula (9):

Coefficient b by the formula (7):

Coefficient a by the formula (10):

- 133,6

X2 =

=13,36

751,6-10-55-1336 _

0,203
385-10-(5,5)°

a=1336-0,203-5,5=12,24

Linear equation looks like:

Forecast of advertising costs for January based on trend extrapolation:

Retail sales forecast for January based on multiple regression model (formula 3):

Xy =a+b-1=12,24+0,203-¢

X2 =12,24+0,203-11 = 14,473

Y =-33,926+5204- X, +4328-X,=

=-33,926 +5,204 - 23,311+ 4,328 - 14,473 = 150,024

<100 >

thousand dollars.

thousand dollars.
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Thus, the retail sales forecast for January based on multiple regression model equals to
150,024 thousand dollars.

Conclusion. The multiple regression model was effective for forecasting retail sales under
influence of expected consumer’s income and advertising costs. It can be applied for forecasting
other business data. Using such models for forecasting retail sales can assist company managers in
planning and making decisions more effectively.
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