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TakuM 4YMHOM CTYIE€HTH MOXKYTh Mifi’€qHYBaTHCh Oe3rnocepeHbO [0
cepsepa 3 BipTyassHoto MamrHoo OC Kali Linux uepe3 BcTaHoBneHuit Ha ITK
VMWare Player. Ilicisi 11boro Mo)kHa BHUKOPMCTOBYBaTH MaKCHMasbHO BCi
MOX/IMBOCTI aucTpubyTtrBa Kali 3 [1omomororw 3HauHO OifbIIMX arapaTHUX
pecypciB camoro cepeepa Hix 3BuuaiiHoro I1K.

BucHoBku

SIk MoKa3ye MpaKTHKa, OLMBLIICTL BUSIBJEHWX Bpa3/IMBOCTeM MOB'S3aHa 3
HECBOEYACHUM OHOB/eHHsIM II3 i 3acobiB  3axuCTy, BUKOPUCTAHHSIM
rorepejHLO BCTAHOB/JEHUX IapaMeTpiB HajamTyBaHHs II3 Ta Mepe)keBOro
o0sialHaHHS, HeZOTPUMAaHHSM TOJITUKK Oe3reKy, IoMUIKaMu B po3pobui 113
JIOCTYIHUX 3 IHTepHeTy cepBiCiB i T.A,.

Harue gocitimkeHHsT Z03BO/IUTE B MaiiOyTHHOMY 3aCTOCYBaTH BHILe3raJaHe
BBII3 B HaBuasbHUX J1abOpATOpisfiX yHiBEPCUTETY [Jisi HAaBUaHHS MakOyTHixX
crierfiastictiB B cdepi 6e3neku. ITepeBara oMy BBII3 HagjaeThcs He 3 OIISAy
Ha Ge3KOLITOBHICTh, @ YePe3 BUCOKY 3PYUHICTb i eheKTUBHICTb.
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This work describes BOINC, an open-source distributed computing system.
Author explores the specific nature of a computing project which heavily relies
on volunteers.

Introduction

Berkeley Open Infrastructure for Network Computing is a system that
allows distributed computing [1] [2] with the use of computers connected only
global network the Internet. The system is developed on the basis of a
completely non-commercial and was originally initiated for the project
SETI@Home [3] [4]. Currently, the solution is also adapted by projects in
other areas of science such as Word Community Grid (biochemistry) [5] [6]
Einstein@Home (astrophysics, the search for pulsars) [7] or OProject
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(including mathematics) [8]. BOINC is still being developed by a team
working at the University of California at Berkeley under the direction of Dr.
David Anderson. BOINC is licensed under the GNU LGPL and financially
supported by the U.S. government agency, the National Science Foundation
(under the grants SCI/0221529 [9 ], SCI/0438443 [10] and SCI/0721124
(11]).

BOINC server technology

BOINC server can run on one or more computers which allows good
scaling system performance even for very large projects. BOINC server runs
on computers based on the Linux operating system. In addition, it is used in
Apache, PHP and MySQL.

All major scientific calculations are carried out on computers of volunteers.
BOINC server sends only one task to be performed. After completion of the
calculation results with the report are sent to the server and placed in a
database (or possibly a separate file). The server then verifies the returned
results. In case of doubt as to the correctness of the results BOINC server may
have to resend the task to another computer for verification.

BOINC server provides, inter alia, certain features:

*  homogeneous redundancy - sending data computing tasks only to
computers with a specific platform (e.g. Linux 32bit),

*  workunit trickling sending information to the server before complete
the task,

e division of labor based on the parameters of the host (task that
requires 1 GB of RAM will not be assigned to the computer with only
512 MB of RAM).

BOINC server consists of two CGI programs, and usually five daemons
written in C++.

The specificity of BOINC
We must see that the BOINC platform, which is a platform for distributed
computing does not run efficiently all the parallel algorithms. Distributed
algorithms are only a subset of parallel algorithms. The task implemented in a
distributed system may not have information about the whole issue under
consideration (in the particular case the data is not physically fit into one
Internet user on the computer ).
Distributed system using computers for calculations volunteers must have
certain attributes (based on [12]):
» the ability to work on different hardware and software platforms,
* taking into account the uncertainty of results returned and their
corresponding verification because they may be wrong,
» consider the possibility of a total loss of connectivity to computers
running and not return partial results carried out by the machine,
e the inclusion of additional preferences of users working on computers
(e.g. low CPU utilization)
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e difficult to determine the current state of the system (computers
interact with various links in various topologies , the current state of

the system components may be unknown)

BOINC credit scoring system

For BOINC users can analyze how much they contribute to the calculation
in the project. To enter into the competition for points between the volunteers
introduced the so-called credits. The scoring system of credit is designed in
such a way as to eliminate fraud by verifying the validity of the results before
assigning a user of credit.

It should be noted why people keep calculations within BOINC:

e Due to the clean development of science.

o To support the development of the field of science related to
project.

o For example, to help fight the disease ( for example, project
World Community Grid).

*  Due to the ability to test the computer under heavy load.

© BOINC full advantage of the computing capabilities of the
computer (such as graphics accelerators) because overclockers
often use it to test the stability of your system.

*  Due to cooperate, compete and receive credits.

o Users or even entire teams dedicated machine to run it to appear

in the top positions in the rankings.
»  For personal gain and recognition.

o  BURP and Renderfarm.fi have the potential to make their own
calculations on a distributed platform. They can outsource the
execution of the tasks which will focus at the moment computers
in the system.

o PlanetQuest to assign the discovered planets which user
information using distributed computing of the discoveries made.
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Document briefly describes the project and the Blue Gene supercomputers,
Blue Gene/L , Blue Gene/P and Blue Gene/Q. In addition, performance
measurement is made simple one node on the computers (Blue Gene/P and Blue
Gene/Q) and other structures composed of Intel Xeon X5660 processors.

Introduction

Blue Gene is a project initiated and maintained by IBM. It aims to design a
supercomputer capable of achieving speeds of PFLOPS and with low power
consumption.

At present (2014) the project has created three generations of
supercomputers, Blue Gene/L [ 1] , Blue Gene/P [2] and the Blue Gene/Q [3].
Class Blue Gene systems often occupy a leading place on the TOP500 list [4]
(the fastest supercomputers) and Green500 [5] (the most energy-efficient
design). Project in 2009, he received the National Medal of Technology and
Innovation (National Medal of Technology and Innovation ) [6].

History

In 1999, IBM announced a research project with a budget of $100,000,000
with a view to build a massively parallel computer, which was to be used to
study biomolecular phenomena. The project had two objectives:

e broaden the knowledge of the mechanisms of protein folding
simulations used in the context of large-scale,

e explore innovative ideas on massively parallel supercomputers and
software architectures that could be implemented on them.

Originally Blue Gene project was based on an early version of the
architecture Cyclops64 [7], which was designed by Monty Denneau. The
initial research and development was carried out by the IBM TJ Watson



